Sensitivity of sea-to-air CO₂ flux to ecosystem parameters from an adjoint model
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Abstract. An adjoint model is applied to examine the biophysical factors that control surface pCO₂ in different ocean regions. In the tropical Atlantic and Indian Oceans, the annual cycle of pCO₂ in the model is highly dominated by temperature variability, whereas both the temperature and dissolved inorganic carbon (DIC) are important in the tropical Pacific. In the high-latitude North Atlantic and Southern Oceans, DIC variability mainly drives the annual cycle of surface pCO₂. Phosphate addition significantly increases the carbon uptake in the tropical and subtropical regions, whereas nitrate addition increases the carbon uptake in the subarctic Pacific Ocean. The carbon uptake is also sensitive to changes in the physiological rate parameters in the ecosystem model in the equatorial Pacific, North Pacific, North Atlantic, and the Southern Ocean. Zooplankton grazing plays a major role in carbon exchange, especially in the HNLC regions. The grazing parameter regulates the phytoplankton biomass at the surface, thus controlling the biological production and the carbon uptake by photosynthesis. In the oligotrophic subtropical regions, the sea-to-air CO₂ flux is sensitive to changes in the phytoplankton exudation rate by altering the flux of regenerated nutrients essential for photosynthesis.

1 Introduction

The anthropogenic climate perturbations during the past century have altered global biogeochemistry and will have long-term influence on the earth radiative forcing. These changes together with complex feedback processes may alter the strength and rate of carbon uptake by the ocean (Falkowski et al., 2002). The carbon uptake by the ocean is regulated by a combination of physical, chemical, and biological dynamics. Understanding and identifying these regional and temporal physical as well as biogeochemical processes are critical for predicting the response of global carbon cycle to the anthropogenic loading of atmospheric CO₂ in the future.

Due to the non-linear characteristics of the marine carbon cycle dynamics, it can be problematic to determine whether biological or physical processes are the dominant controls of the sea-to-air CO₂ flux (Oschlies and Kahler, 2004). Different methods have been explored to assess the magnitude of these controlling processes. An empirical study by Takahashi et al. (2002) used ocean pCO₂ observations to analyze its seasonal and geographical variability due to sea surface temperature (SST) and biological activity. Volker et al. (2002) applied a box model to estimate how the atmospheric carbon uptake would likely be altered by the changes in future physical forcing and heat fluxes. Model studies with three-dimensional, marine carbon cycle models (e.g. Le Quéré et al., 2000; McKinley et al., 2004; Wetzel, 2004) used the approximation of the linearized pCO₂ formulation to estimate the different tendencies due to dissolved inorganic carbon, temperature, alkalinity, and salinity based on the Takahashi et al. (1993) method. However, these model studies mainly focused on interannual-to-decadal timescales rather than on seasonal variability. Here we have used an adjoint model to investigate the relative importance of different biophysical processes in determining the seasonal variability of surface pCO₂. In addition, we explored the physical and biogeochemical factors controlling the simulated seasonal variability of DIC.

Both means by which carbon is taken up, redistributed, and lost from the ocean, i.e., the solubility and biological pumps (Volk and Hoffert, 1985), are likely to be altered in the future. The strength of solubility pump will be reduced by the warming of SST (Weiss, 1974), thereby reducing uptake.
of atmospheric CO₂ (Maier-Reimer et al., 1996; Sarmiento et al., 1998; Matear and Hirst, 1999; Plattner et al., 2001; Mikolajewicz et al., 2007). Moreover, future changes in the ocean circulation will also influence ocean ecology and biogeochemistry, which can feedback on the circulation (Manizza et al., 2005; Wetzel et al., 2005; Winguth et al., 2005). Future climate-induced changes in ecosystem dynamics can include shoaling of mixed layer depth due to increase of stratification (Denman and Pena, 2002; Wrona et al., 2006), in addition to changes in planktonic physiological rates (Denman and Pena, 2002; Le Quéré et al., 2005). The sensitivity of sea-to-air CO₂ flux to regional perturbations of surface iron concentration has been explored by several studies (Sarmiento and Orr, 1991; Bopp et al., 2003; Gnanadesikan et al., 2003; Zeebe and Archer, 2005; Aumont et al., 2003; Zeebe and Bopp, 2006; Dutkiewicz et al., 2006). Except for Dutkiewicz et al. (2006), these sensitivity experiments were made with forward model perturbations. Here we applied an adjoint model to investigate the sensitivity of sea-to-air CO₂ flux to changes in nutrient concentration and physiological parameters in the marine ecosystem model. Relative to the multiple approximated sensitivities from a forward, finite-differences approach, the adjoint method allows us to simultaneously compute the exact sensitivity of the regional (grid-scale) carbon uptake to various biogeochemical tracers and parameters such as surface nutrient concentration, phytoplankton growth, phytoplankton exudation, zooplankton grazing, and zooplankton excretion rates.

The main objectives of this study are (1) to apply an adjoint model to investigate the dominant seasonal and regional biophysical factors that regulate surface pCO₂ variability and (2) to quantitatively estimate the sensitivity of the sea-to-air CO₂ flux to changes in regional nutrient concentrations and marine ecosystem parameters by mapping the grid-scale sensitivity distributions. This estimated sensitivity analysis was based on the effects of long-term (i.e., ten-year) nutrient and ecosystem parameter perturbations on atmospheric carbon uptake by the ocean.

2 Methods

2.1 Models

We used the off-line Hamburg Ocean Carbon Cycle (HAMOCC5) model, which is based on work by Maier-Reimer (1993). Six and Maier-Reimer (1996), Aumont et al. (2003), and Gehlen et al. (2003). The HAMOCC5 model was integrated offline for 10000 years to reach a steady state using a climatological repeated annual cycle of physical forcing generated by the Large Scale Geostrophic (LSG, Maier-Reimer et al., 1993) ocean general circulation model. The model has an approximately 3.5°×3.5° horizontal resolution and 22 vertical layers with thicknesses varying from 50 m at the surface to 700 m in the deepest layer. Its components include an intermediate NPZD-type ecosystem model (Six and Maier-Reimer, 1996; Aumont et al. 2003), marine carbon chemistry (Heinze et al., 1999), a 12-layer sediment model, a diffusive atmosphere layer, sea-to-air gas exchange bulk formulation (Wanninkhof, 1992), and a parameterization of iron-limited particulate organic carbon export (Howard et al., 2006). The ecosystem model also accounts for atmospheric nitrogen fixation by cyanobacteria, parameterized as a relaxation of surface-layer deviation of the N:P ratio to the stoichiometric Redfield ratio (Maier-Reimer et al., 2005). The geochemical tracers in the model are advected with a time step of one month, while a shorter time step of three days is used in the euphotic zone (i.e., in the upper two layers of the model) to resolve ecosystem and sea-to-air gas exchange processes.

Here, the sea-to-air CO₂ flux formulation is based on the study by Wanninkhof (1992)

\[ F_{CO_2} = k(pCO_{2,sea} - pCO_{2,air}) \]  

where \( k \) is the gas transfer velocity, and \( pCO_{2,sea} \) and \( pCO_{2,air} \) represent the partial pressure of CO₂ in the surface ocean and atmosphere, respectively. The biological production term in the model is composed of

\[ J_{bio} = -r(T, L) \cdot P \cdot \frac{N}{N+N_0} + P\text{CaCO}_3 \]

\[ + g \cdot Z \cdot \varepsilon_{her} \cdot (1 - zinges) \cdot \left( \frac{P - P_{min}}{P + P_{o}} + d_0 \cdot \frac{N}{N + k_{doc}} \cdot DOC + I_o \cdot POC \right) \]

\[ r(T, L) = \pi \cdot \sqrt{f(T) \cdot f(L)} \cdot \frac{Fe}{Fe + k_{Fe}} \]

\[ P\text{CaCO}_3 = A(P_{org-C} - 0.5 \cdot P_{BSi}) \]

\[ f(T) = a \cdot b^T \]

\[ f(L) = L \cdot \beta \cdot PAR \]

All parameters in Eqs. (2) to (6) are described in Table 1. The terms in Eq. (2) represent primary production (\( r \)), calcium carbonate production (\( P\text{CaCO}_3 \)), and remineralization of the following: non-assimilated zooplankton (\( Z \)) grazing, dissolved organic carbon (DOC), and particulate organic carbon (POC). Primary production depends on regionally varying growth rates and nutrient concentration \( N = \text{min}(PO_4, NO_3 \cdot R_{P,N}) \), where \( R_{P,N} \) represents the phosphate-to-nitrate Redfield ratio. The growth rate of phytoplankton (\( P \)) is a function of light (\( L \)), temperature (\( T \)), and dissolved iron (Fe), as shown in Eq. (3). Calcium carbonate production is a function of organic and silicate production in the euphotic layer. In this model, the phytoplankton compartment consists of two functional groups, diatoms and calcifiers. The concentration of both diatoms and calcifiers are determined...
Table 1. Description of ecosystem parameters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Values/Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Calcium carbonate production parameter</td>
<td>0.2 [µmol C/L]</td>
</tr>
<tr>
<td>DOC</td>
<td>Dissolved Organic Carbon</td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>Dissolved iron</td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>Light (Incoming shortwave radiation)</td>
<td>[W m⁻²]</td>
</tr>
<tr>
<td>N</td>
<td>Nutrient</td>
<td></td>
</tr>
<tr>
<td>Nₒ</td>
<td>Nutrient half saturation constant</td>
<td>0.016 [µmol P/L]</td>
</tr>
<tr>
<td>P</td>
<td>Phytoplankton</td>
<td></td>
</tr>
<tr>
<td>Pmin</td>
<td>Minimum concentration of phytoplankton</td>
<td>0.01 [µmol C/L]</td>
</tr>
<tr>
<td>Ppₘₐₓ</td>
<td>Phytoplankton half saturation constant</td>
<td>4 [µmol C/L]</td>
</tr>
<tr>
<td>P_C</td>
<td>Organic carbon production</td>
<td>[C m⁻² day⁻¹]</td>
</tr>
<tr>
<td>P_BSi</td>
<td>Biogenic silica parameter</td>
<td>[Si m⁻² day⁻¹]</td>
</tr>
<tr>
<td>PAR</td>
<td>Photosynthetically active radiation</td>
<td>0.4</td>
</tr>
<tr>
<td>POC</td>
<td>Particulate Organic Carbon</td>
<td>[µmol C/L]</td>
</tr>
<tr>
<td>Si</td>
<td>Silicate</td>
<td>1.0 [µmol C/L]</td>
</tr>
<tr>
<td>T</td>
<td>Temperature</td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td>Zooplankton</td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>Maximum phytoplankton growth parameter</td>
<td>0.81 [day⁻¹]</td>
</tr>
<tr>
<td>b</td>
<td>Growth rate at 0°C</td>
<td>1.066</td>
</tr>
<tr>
<td>c</td>
<td>Temperature dependence of phytoplankton growth</td>
<td>1.0</td>
</tr>
<tr>
<td>dₒ</td>
<td>Remineralization rate of DOC</td>
<td>0.005 [day⁻¹]</td>
</tr>
<tr>
<td>g</td>
<td>Zooplankton grazing rate</td>
<td>0.5 [day⁻¹]</td>
</tr>
<tr>
<td>k/doc</td>
<td>Half-saturation constant for DOC</td>
<td>0.5 [µmol P/L]</td>
</tr>
<tr>
<td>k_fe</td>
<td>Iron half saturation constant</td>
<td>0.01 [nmol Fe/L]</td>
</tr>
<tr>
<td>K_Si</td>
<td>Silicate half saturation constant</td>
<td>0.01 [µmol C/L]</td>
</tr>
<tr>
<td>lₒ</td>
<td>POC remineralization rate</td>
<td>0.0033 [day⁻¹]</td>
</tr>
<tr>
<td>zinges</td>
<td>Zooplankton assimilation efficiency</td>
<td>0.5 [day⁻¹]</td>
</tr>
<tr>
<td>β</td>
<td>Initial slope of P-I curve</td>
<td>0.005 [m² (W day)⁻¹]</td>
</tr>
<tr>
<td>ε_her</td>
<td>Herbivores ingestion parameter</td>
<td>0.8</td>
</tr>
<tr>
<td>π</td>
<td>Phytoplankton growth rate parameter</td>
<td>1.0 [day⁻¹]</td>
</tr>
</tbody>
</table>

as a function of simulated phytoplankton and silicate concentration.

\[
\frac{\partial \text{diatoms}}{\partial t} = \frac{\partial P}{\partial t} \cdot \frac{Si}{(Si + k_{Si})} \tag{7}
\]

\[
\frac{\partial \text{calcifiers}}{\partial t} = \frac{\partial P}{\partial t} \cdot \left[ 1 - \frac{Si}{(Si + k_{Si})} \right] \tag{8}
\]

The model simulates the main characteristics of ocean biogeochemistry, such as the distribution of the major biochemical tracers, including phosphate, nitrate, iron, dissolved inorganic carbon, alkalinity, and radiocarbon. In addition, it resolves some of the High Nutrient-Low Chlorophyll (HNLC) regions in the world by implementing iron-limited productivity. Compared to a more computationally expensive, high-resolution ocean model, this model allows us to efficiently apply the adjoint technique in order to study the large-scale pattern of the biogeochemical state throughout the water column. Due to the relatively short, 10-year integration of the simulations, the sediment module is simplified by introducing a sink-only sediment layer (see Tjiputra, 2007).

For the experiment with the anthropogenic CO₂ forcing, the model is first integrated from year 1825 to 1995, offline, with seasonally varying climatological fields (advective flow fields, potential temperature, salinity, surface air temperature, wind velocity, sea surface elevation, sea-ice distribution). The anthropogenic CO₂ forcing is taken from a spline fit to ice core and Mauna Loa CO₂ data (Enting et al., 1994; Wetzel et al., 2005). The adjoint sensitivity experiments are conducted from 1995 through 2005 based on similar forcings as above. In order to evaluate the simulated seasonal cycle and net annual sea-to-air CO₂ flux, we compared those fields to global observations from Takahashi et al. (2002) (http://www.ldeo.columbia.edu/res/pi/CO2/), averaged both monthly and annually, and interpolated onto the model grid. The simulated seasonal cycle of the sea-to-air CO₂ flux in different ocean locations (e.g. Bermuda Atlantic Time-Series Study (BATS), Hawaii Ocean Time-Series (HOTS) and Southern Ocean, 56°S, 275°W) generally follows the observations (Fig. 1), but there is a 2-month phase lag in the Southern Ocean that may be attributed to...
Takahashi et al. (2002) analyzed the seasonal variability of surface pCO₂ due to different components and discussed their relative significance in different regions based on their gridded climatological data-based product. However, they differentiated only between thermal- and nonthermal-driven variability, often referring to the latter as biological activity. In contrast, we use an intermediate complexity, adjoint, carbon-cycle model to analyze the variability due to all thermal and nonthermal components (Sect. 3.1).

In the model, the total seasonal change of the partial pressure of CO₂ in the surface ocean depends on its DIC concentration, sea surface temperature (SST), alkalinity (TALK), and the salinity (S) (Le Quéré et al., 2000; Wetzel et al., 2005)

\[
\frac{dpCO_2}{dt} \approx \frac{\partial pCO_2}{\partial DIC} \frac{dT}{dt} + \frac{\partial pCO_2}{\partial TALK} \frac{dTALK}{dt} + \frac{\partial pCO_2}{\partial S} \frac{dS}{dt} \quad (9)
\]

Here, the seasonal cycle of surface pCO₂ due to each component in Eq. (9) is calculated separately. The adjoint model is applied to calculate the monthly partial derivative terms (i.e., \(\frac{\partial pCO_2}{\partial DIC}, \frac{\partial pCO_2}{\partial T}, \frac{\partial pCO_2}{\partial TALK}, \frac{\partial pCO_2}{\partial S}\)). Additionally, the DIC component is further decomposed into different biophysical components. The contribution from each component is discussed in Sect. 3.2.

The adjoint model also provides an efficient means to estimate the sensitivity of the simulated sea-to-air CO₂ flux to small perturbations in model input or control parameters. This adjoint sensitivity analysis is equivalent to thousands of forward perturbation runs, but it is made at only a fraction of the computational expense by running one forward and one adjoint model integration. Here, the adjoint codes have been generated by the TMC (Tangent linear and Adjoint Model Compiler) (Giering and Kaminski, 1998; www.fastopt.com) and improved manually to be more computationally efficient. The accuracy of the adjoint code has been tested using a finite-difference approximation. The cost function is defined as the global, area-integrated, sea-to-air CO₂ flux (Fₐ) over 1995–2005 denoted as

\[
J_{FCO_2} = \iint FCO_2 \, dAdt \quad (10)
\]

where \(A\) represents the area of the specific model grid and \(t\) represents time integration. The sensitivity map in this study is produced by applying the adjoint model to estimate the partial derivative of the cost function to a small perturbation
To investigate nutrient contributions to the sea-to-air CO₂ flux, the adjoint model is applied to estimate the regional sensitivity to perturbations of nutrient concentration \( \partial J_{FCO2}/\partial N_{(x,y)} \). Both the forward and the adjoint models are integrated for ten years with a monthly input of surface nitrate (0.008 mol N/m²), phosphate (0.0005 mol P/m²), and iron (1.65 \( \mu \)mol Fe/m²) concentrations in three separate experiments. The perturbation is adjusted toward the Redfield ratio (N:P:Fe=16:1:3.3 \( \times 10^{-3} \), for example, a perturbation of 0.008 mol nitrate is assumed to be comparable with a perturbation of 0.0005 mol phosphate). This adjustment is crucial since a perturbation of a different magnitude could result in different sensitivities.
During boreal summer months (July to September), the SST variability dominates. Perhaps due to unresolved mixing processes near the Bering Strait, the SST variability dominates. In the higher latitudes of the North Atlantic (north of 45°N) and Southern Ocean, the annual cycle of pCO$_2$ and SST as well as between pCO$_2$ and DIC. The correlation coefficient is computed based on spatial, within specified regions, monthly correlation computed over one year and each seasonal period. The inner annual variability of surface pCO$_2$ observed at the Bermuda Atlantic Time-series Study (BATS) station is mainly regulated by temperature variability (e.g. Takahashi et al., 2002). Similarly, the spatial correlation coefficient $R$ over one-year period, between pCO$_2$ and SST in the subtropical North Atlantic region estimated by this study is $R$=0.766, compared to only $R$=0.440 for the correlation with DIC. More detailed analysis shows that the warming of surface SST increases surface pCO$_2$ as early as February and lasts until the beginning of August, when there is a general cooling over the rest of the year. In contrast, DIC variability controls surface pCO$_2$ only by photosynthetic activity during spring (March to May) and by upwelling of DIC-rich subsurface water in the winter (November to January) periods (see also Fig. 3, NA).

The observed annual cycle of pCO$_2$ at Weather Station P in the North Pacific indicates that DIC variability reduces surface pCO$_2$ during both the early spring and summer. Furthermore, the observed uptake during the early spring is much weaker than the summer time (Takahashi et al., 2002). Here, the simulated reduction of springtime pCO$_2$ due to DIC in the high latitude Pacific (HP in Fig. 2) is greater than that estimated by Takahashi et al. (2002). One explanation for this discrepancy is that we consider a larger area, the entire subarctic Pacific region, which also encompasses the western subarctic gyre known for its strong convective mixing.

### Table 2. Monthly correlation coefficient $R$ computed over annual (one-year) and seasonal periods in 1995 between pCO$_2$ and SST and between pCO$_2$ and DIC.

<table>
<thead>
<tr>
<th></th>
<th>Annual</th>
<th>JFM</th>
<th>AMJ</th>
<th>JAS</th>
<th>OND</th>
</tr>
</thead>
<tbody>
<tr>
<td>SST</td>
<td>DIC</td>
<td>SST</td>
<td>DIC</td>
<td>SST</td>
<td>DIC</td>
</tr>
<tr>
<td>HA</td>
<td>-0.110</td>
<td>0.898</td>
<td>0.670</td>
<td>0.999</td>
<td>0.916</td>
</tr>
<tr>
<td>HP</td>
<td>0.667</td>
<td>0.496</td>
<td>-0.887</td>
<td>0.992</td>
<td>0.935</td>
</tr>
<tr>
<td>SNA</td>
<td>0.766</td>
<td>0.440</td>
<td>-0.813</td>
<td>0.967</td>
<td>0.967</td>
</tr>
<tr>
<td>SNI</td>
<td>0.535</td>
<td>0.745</td>
<td>-0.999</td>
<td>0.999</td>
<td>0.952</td>
</tr>
<tr>
<td>SNP</td>
<td>0.741</td>
<td>0.525</td>
<td>-0.993</td>
<td>0.999</td>
<td>0.966</td>
</tr>
<tr>
<td>TP</td>
<td>0.711</td>
<td>0.863</td>
<td>0.991</td>
<td>0.992</td>
<td>0.936</td>
</tr>
<tr>
<td>TA</td>
<td>0.974</td>
<td>-0.299</td>
<td>0.933</td>
<td>-0.344</td>
<td>0.999</td>
</tr>
<tr>
<td>TI</td>
<td>0.876</td>
<td>-0.255</td>
<td>0.999</td>
<td>0.972</td>
<td>0.876</td>
</tr>
<tr>
<td>SSP</td>
<td>0.412</td>
<td>0.607</td>
<td>0.952</td>
<td>0.325</td>
<td>0.905</td>
</tr>
<tr>
<td>SSA</td>
<td>0.745</td>
<td>0.114</td>
<td>0.983</td>
<td>-0.107</td>
<td>0.438</td>
</tr>
<tr>
<td>SSI</td>
<td>-0.351</td>
<td>0.805</td>
<td>0.403</td>
<td>0.360</td>
<td>0.784</td>
</tr>
<tr>
<td>SOC</td>
<td>-0.124</td>
<td>0.900</td>
<td>0.055</td>
<td>0.871</td>
<td>0.812</td>
</tr>
</tbody>
</table>

### 3 Results

#### 3.1 Seasonal variability of pCO$_2$

Figure 2 shows the seasonal cycle of surface pCO$_2$ due to the variability of DIC, SST, alkalinity, and salinity in different ocean regions following the approach of Takahashi et al. (2002). The variability of the sum of all components has been confirmed using the differential of monthly output of the forward model. In general, the total change of pCO$_2$ in Eq. (9) is mainly influenced by the temperature and DIC terms. In the tropical regions (14°N–14°S), the seasonal variability is relatively small, with the exception of the Indian Ocean Monsoon. In the tropical Atlantic and Indian Oceans, the annual cycle of pCO$_2$ is mostly controlled by SST variability, whereas both DIC and SST variability control pCO$_2$ annual cycle in the tropical Pacific. In the subtropical Pacific and Atlantic, where warm tropical water meets colder water from higher latitudes, the temperature terms are more important than the DIC term. For example, during summer time, the warm SST promotes high surface pCO$_2$, which is affected by strong stratification and lower solubility of warm water. In the fall and early winter, rapid cooling of SST increases CO$_2$ solubility and reduces surface pCO$_2$.

In the higher latitudes of the North Atlantic (north of 45°N) and Southern Ocean, the annual cycle of pCO$_2$ is largely controlled by the DIC term. The large variability of DIC in these regions is due to the strong wintertime convective mixing and rapid springtime biological drawdown. In the subarctic Pacific, where the model potentially underestimates DIC variability, perhaps due to unresolved mixing processes near the Bering Strait, the SST variability dominates. During boreal summer months (July to September), the SST component dampens the DIC-driven pCO$_2$ variability in all northern high-latitude regions.

The observed annual cycle of pCO$_2$ at Weather Station P in the North Pacific indicates that DIC variability reduces surface pCO$_2$ during both the early spring and summer. Furthermore, the observed uptake during the early spring is much weaker than the summer time (Takahashi et al., 2002). Here, the simulated reduction of springtime pCO$_2$ due to DIC in the high latitude Pacific (HP in Fig. 2) is greater than that estimated by Takahashi et al. (2002). One explanation for this discrepancy is that we consider a larger area, the entire subarctic Pacific region, which also encompasses the western subarctic gyre known for its stronger convective mixing.
Fig. 3. Seasonal cycle of the total change of dissolved inorganic carbon (DIC) and the contributions to the total change (Eq. 11) from advection, biology, fresh water flux, sea-to-air CO$_2$ flux, and convective mixing. Ocean regions are the same as in Fig. 2. Units are in g C m$^{-2}$ yr$^{-1}$.

and seasonal variability (Chierici, et al., 2006). Such strong physical variability is generally not observed at Weather Station P. The reduction of surface pCO$_2$ during spring is mainly due to biological processes, which exploit high-nutrient concentration supplied by convective mixing. For instance, observed phosphorus in the western subarctic Pacific indicates strong uptake begins as early as April (Conkright et al., 2002; McKinley et al., 2006). In summer, stratification due to SST warming reduced DIC uptake by biological activity. The spatial seasonal correlation coefficients in Table 2 indicate that the variability of pCO$_2$ in the subarctic Pacific (NP) is mostly dominated by the DIC in the spring months and by SST in the summer months.

In the tropical Pacific, Table 2 shows that surface pCO$_2$ variability is highly correlated with SST during the boreal spring ($R=0.936$) whereas DIC variability mostly dominates in the fall ($R=0.933$). This result is also consistent with the study by Feely et al. (2006), which observes lower seawater CO$_2$ fugacity in the boreal fall than in the spring in the equatorial Pacific. This difference is associated with fall upwelling of carbon- and nutrient-rich water, which increases biological productivity. In contrast, strong warming of SST in spring increases surface pCO$_2$ (Wang et al., 2006).
3.2 Seasonal variability of DIC

We further decomposed seasonal variability of surface DIC into different biophysical components. The change in simulated DIC is separated into sources and sinks from transport (advection and diffusion), biological activity, fresh water fluxes, sea-to-air CO$_2$ exchange, and convective mixing:

$$\frac{d\text{DIC}}{dt} \approx J_{\text{add}} + J_{\text{bio}} + J_{\text{fw}} + J_{\text{FCO}_2} + J_{\text{con}}$$  \hspace{1cm} (11)

Figure 3 shows the annual cycle of each component in Eq. (11) for different ocean regions. In general, the fresh water flux and the sea-to-air CO$_2$ flux components have only minor contributions to the overall DIC variability. In almost all regions, the biology term has stronger seasonal amplitude than the other terms. The biological productivity during spring and summer periods reduces the surface DIC concentration. During winter periods in both hemispheres, the strong convective mixing contributes to the strong outgassing of ocean CO$_2$, whereas during summer the surface layers are more stratified. In the tropical regions, the advection term, which is dominated by continuous upwelling, has the same magnitude as the biological term, but both terms cancel one another nearly entirely. The equatorial Pacific region has the highest accumulated, biologically driven, net carbon loss (approximately 50 g C m$^{-2}$ yr$^{-1}$). In the mid latitudes, DIC variability is dominated by biological and convective mixing terms. But the relative strength of biological activity is opposite in sign and is roughly twice as large as the convective mixing term. At the end of spring in each hemisphere, the contribution from convective mixing drops to zero, as summer stratification sets in.

In the higher latitudes, DIC variability is generally driven by biological activity. In late winter of both hemispheres, strong convective mixing brings up subsurface DIC and nutrients that increase surface DIC, followed immediately by strong uptake of DIC by biological production. For example, in the high-latitude North Atlantic (see Fig. 3, HA), the model has strong convective mixing from November to April. This strong mixing results in deepening of the mixed layer and increases DIC and nutrient fluxes from subsurface waters. Consequently, the biological production starts to drawdown DIC in the early spring. Later in the summer, after nutrients are exhausted, there is strong reduction in biological uptake. In situ observations by Olsen et al. (2007) indicate similar characteristics for the convective mixing and spring bloom, but they also indicate that biologically driven uptake of surface DIC persists through summer, unlike in the model. This discrepancy may indicate that the model remineralizes organic matter too slowly in this location. In addition, the model does not explicitly include flagellates, which may also contribute to the misfit. In the North Atlantic, flagellates are known to be an important short-lived phytoplankton component during summer, which help transfer carbon to higher trophic levels via DIC uptake (Richardson et al., 2000; Schrum et al., in press). The ocean pCO$_2$ observations also indicate that the sea-air CO$_2$ flux is substantial only during summer and fall when the water is more stratified, which is consistent with the model. The model’s average biologically driven carbon uptake in the North Atlantic is 34 g C m$^{-2}$ yr$^{-1}$.

Simulated variability in the high-latitude North Pacific and Southern Ocean are comparable to changes in the high-latitude North Atlantic. In the subarctic North Pacific, the average net carbon loss due to biological activity is 34 g C m$^{-2}$ yr$^{-1}$. However, observations have indicated that biological uptake in this region varies greatly from 23 to 64 g C m$^{-2}$ yr$^{-1}$ due to high physical variability between the western and eastern gyres (Chierici et al., 2006). Relatively stronger uptake by biological activity is simulated in the Southern Ocean, 49 g C m$^{-2}$ yr$^{-1}$. Overall, the biological uptake of DIC per m$^2$ is largest in the Southern Ocean, subtropical south Indian Ocean, and high-latitude North Atlantic Ocean. Maximum uptake reaches nearly 225 g C m$^{-2}$ yr$^{-1}$ in the spring period of each hemisphere.
3.3 Sensitivity of sea-to-air CO$_2$ flux to nutrients

The sensitivities of the sea-to-air CO$_2$ flux to perturbations of nitrate, phosphate, and iron are shown in Fig. 4. The global sea-to-air CO$_2$ flux is highly sensitive to nitrate perturbations in the northeast Indian, the northeast Pacific, and the eastern equatorial Pacific Oceans. There is moderate sensitivity in the Southern Ocean and low sensitivity for the other regions. Ocean carbon uptake is most sensitive toward phosphate addition in the equatorial and subtropical regions. The highest sensitivities are found just off the coast of northwest Africa followed by the west coast of Mexico, the western equatorial Pacific Ocean, and the Indian Ocean. The sensitivity map shows that monthly addition of one mol of phosphate per m$^2$ over a model grid in the coast for northwest Africa (i.e., 10°–20°N, 2.5×10$^5$ km$^2$) over a period of ten years would result in approximately 36 Pg of atmospheric carbon uptake (i.e., 1.5×10$^8$ ton C/ton PO$_4$ month$^{-1}$). To put this into context, this phosphate addition would require approximately 3.6 times the total world production of phosphorus fertilizer in 2007 (0.387 Pg P$_2$O$_5$, FAO, 2008). The sensitivity maps show that the carbon uptakes have low sensitivity toward phosphate in the high latitude.

The sensitivity of the sea-to-air CO$_2$ flux toward regional iron fertilization indicates a remarkable response in the eastern equatorial Pacific, western North Pacific, and the Southern Ocean. There is generally low sensitivity throughout the other ocean regions. These iron sensitivity results generally compliment previous studies (de Baar et al., 1995; Gnanadesikan et al., 2003; Zeebe and Archer, 2005; Aumont and Bopp, 2006; Parekh et al., 2006). In a model grid in the eastern equatorial Pacific (i.e. 3×$10^5$ km$^2$), the sensitivity results indicated an uptake of approximately 0.24 Pg C could result from monthly fertilization of one mmol Fe per m$^2$ within ten years period (approximately 1.4×$10^4$ ton C/ton Fe month$^{-1}$). In the Southern Ocean, the patchy sensitivity regions are due to regional differences in timing and strength of convective mixing. A recent study by Dutkiewicz et al. (2006) applied similar approach in determining the sensitivity of global sea-to-air flux to bioavailable iron with a simplified carbon cycle model without ecosystem dynamics. Our study generally reproduced the regional sensitivity of their study. However, Dutkiewicz et al. (2006) find a stronger sensitivity of the global sea-to-air CO$_2$ flux to iron in the equatorial Pacific, probably because of their lower simulated iron concentration in the equatorial Pacific Ocean. The lower iron concentration in their model may also be related to their iron input function, which account only for dust deposition, but not the sedimentary source (Aumont and Bopp, 2006). Observations of dissolved iron are sparsely distributed, making the model validation difficult (Parekh et al., 2005). In addition, in the northeast subarctic Pacific Ocean, our adjoint model shows little sensitivity of carbon uptake to iron fertilization, whereas observation indicates otherwise (e.g. Boyd et al., 1998). This discrepancy may be due to the unrealistic simulated circulation, which is a common problem in most coarse-resolution model (McKinley et al., 2006).

3.4 Sensitivity of sea-to-air CO$_2$ flux to ecosystem parameters

To assess how modelled plankton activity affects simulated sea-to-air CO$_2$ exchange, its regional sensitivity to ecosystem parameters are estimated using the adjoint model. Earlier regional and global adjoint sensitivity studies (e.g. Zhao et al., 2005; Tjiputra et al., 2007) indicated that maximum phytoplankton growth, phytoplankton exudation, zooplankton grazing, and zooplankton excretion are all sensitive ecosystem parameters. Thus we analyzed the sensitivity of the sea-to-air CO$_2$ flux to these control variables. All the control parameters are normalized to be ratios between the a posteriori and the a priori control parameters (i.e. $\alpha_n=(\alpha_n^{aposteriori}/\alpha_n^{apriori})$, Giering, 1989). The adjoint model is applied to calculate $\delta J_{CO2}/\delta \alpha_{n(i,j)}$, where $\alpha_n$ represents the parameter type domain. Generally, the global sea-to-air CO$_2$ flux is sensitive to these ecosystem parameters in regions having large annual productivity, including the equatorial Pacific, the North Pacific western gyre, the North Atlantic, and the Southern Ocean.

For the phytoplankton growth rate parameter ($\pi$ in Eq. 3), the carbon uptake is most sensitive in the equatorial Pacific, North Pacific, and North Atlantic (Fig. 5a). Continuous upwelling and strong convective mixing in these regions supply the essential nutrients to fuel phytoplankton growth. Therefore, increasing growth rate increases photosynthesis, which reduces the surface DIC concentration. In the subtropical Pacific and subtropical Atlantic regions, there are positive sensitivities of the sea-to-air CO$_2$ flux to increases in phytoplankton growth rate. In these oligotrophic regions, a higher phytoplankton growth rate will initially increase the productivity and uptake of atmospheric carbon, but over longer periods (5 years), the phosphate will be depleted because there would be less supply of new nutrients from below the euphotic zone. Subsequently, this condition leads to reduction in the overall biological productivity, and hence an increase in ocean outgassing.

The exudation rate parameter controls the dissolved organic carbon released by phytoplankton respiration. In most regions with a continuous supply of nutrients from below the euphotic zone, the increase in the exudation rate leads to reduction in the phytoplankton concentration and biological production rate, both of which would increase the surface pCO$_2$ and ocean CO$_2$ outgassing. However, in the oligotrophic regions (e.g., the subtropical North Pacific and subtropical South Pacific), an increase in exudation rate increases the dissolved organic carbon (DOC) concentration at the surface. Therefore, over longer time scales, it will enhance regenerated nutrients, which increases photosynthesis and carbon uptake. Figure 5b shows that over the ten-year period, increasing phytoplankton exudation rate increases
Both in the ocean and lake ecosystems, zooplankton play an important role in controlling nutrient uptake (i.e. primary production) by phytoplankton (Moore et al., 2002; Pasquer et al., 2005; Schindler et al., 1997; Smetacek, 2001). For example, in situ observations have shown that lakes with low zooplankton biomass tend to take up atmospheric CO₂, whereas lakes with high zooplankton biomass tend to do the oppo-

site (Carpenter et al., 2001). In this study, we show that in regions where the sea-to-air CO₂ flux is controlled by the biological component, the surface carbon fluxes are sensitive to the grazing parameter \( g \) (Eq. 2). Figure 5c illustrates that in regions with strong upwelling and convective mixing, reducing the grazing rate would substantially increase the uptake of atmospheric CO₂. The results agree with previous sensitivity studies with one-dimensional forward models (Chai et al., 2002; Dugdale et al., 2002), which indicated that in the equatorial Pacific the sea-to-air CO₂ flux and surface pCO₂ are sensitive to grazing parameters. Furthermore, the simulated sea-to-air CO₂ fluxes in the North Pacific and Southern Ocean also respond to variations in the grazing parameter. In these regions, reduced grazing increases phytoplankton biomass in the euphotic zone, thus increasing nutrient and DIC uptake by photosynthesis. Figure 5c also shows strong sensitivity toward the grazing parameter at the Bermuda Atlantic Time-series Study (BATS) site, because the grazer community consumes most of the production at this location, which is consistent with in situ measurements from Lessard and Murrell (1998).

Figure 5d shows that the regional sensitivity of carbon uptake to zooplankton excretion parameters is nearly identical to that for grazing parameters, but with opposite signs. The excretion rate parameter mainly controls the dissolved organic carbon released by zooplankton. Hence, it controls the balance between new and regenerated nutrients, which affect the biogeochemical cycle and carbon sequestration in the ecosystem. Contrary to the grazing rate parameter, a reduction in the excretion rate increases the zooplankton mass and hence increases the zooplankton grazing pressure. Consequently, the rate of photosynthesis and DIC uptake would be reduced. In addition, the concentration of DOC is reduced when the excretion rate is small, reducing the amount of organic matter that is immediately recycled into nutrients in the euphotic zone. In the oligotrophic subtropical regions, Popova et al. (2006) demonstrated that the zooplankton excretion rate regulates primary production by supplying regenerated nutrients, especially when zooplankton concentration is high. However, the adjoint model indicates that the global carbon uptake has little or no sensitivity to excretion parameters in this region, perhaps due to the relatively low regional zooplankton biomass throughout the year simulated by the model.

4 Discussion

Many studies (e.g. Maier-Reimer et al., 1996, Sarmiento et al., 1998; Cox et al., 2000; Fung et al., 2005; Le Quéré et al., 2005; Winguth et al., 2005; Friedlingstein et al., 2006; Hood et al., 2006) have indicated that future climate change would influence the marine biological pump and ecosystem dynamics. However, the current understanding on how the marine biological community would respond and
feedback on climate change is poorly constrained. Denman and Pena (2002) estimated an increase in planktonic physiological rates (e.g. phytoplankton growth, zooplankton grazing, and mortality rate) due to warming. However, the magnitude, extent, and duration of these consequences remain open questions and changes would likely vary regionally. For example, Wrona et al. (2006) projected that, in the Arctic region, permafrost thawing would increase the marine nutrient and carbon delivery to the ocean and could alter the transformation and partitioning of carbon by marine ecosystem within this region. In high-latitude regions, Bopp et al. (2001) demonstrated that phytoplankton growing season and export production increase in response to future climate change. To further assess how these processes may affect the feedback processes in the global carbon cycle, it is valuable to understand how the sea-to-air carbon flux would respond to changes in marine plankton dynamics.

In the subtropical North Atlantic gyre, the sensitivity analysis of sea-to-air CO$_2$ fluxes to changes in phosphate and nitrate concentration shows that the carbon uptake is more sensitive to perturbations of phosphate than those of nitrate. This greater response to changes in simulated phosphate can be linked to a phosphate-depleted environment, which is induced by high phytoplankton growth stimulated by nitrogen fixation (i.e. by cyanobacteria). In contrast, marine ecosystem models without nitrogen fixers indicate that the global ocean is most likely to be nitrogen-limited with N:P $< 16$ (Moore et al., 2004). Nitrogen fixation is particularly important to maintain biological productivity when the N:P ratio becomes too low (Tyrell, 1999). Most of the nitrogen fixation by cyanobacteria simulated by the model occurs in warm (tropics and subtropics), and nitrate-depleted regions, such as the Indian Ocean, subtropical North Pacific, subtropical North Atlantic, and subtropical South Pacific. These features are consistent with observations and other model studies (Karl et al., 1997; Hoffmann, 1999; Wu et al., 2000; Boyd and Donnely, 2002; Moore et al., 2004). Thus substantial nitrogen fixation reduces phosphate concentration in the above regions, resulting in phosphate limitation (Figure 4b). The high sensitivity in the North Atlantic is also attributed to its high dust input of iron, which allows more efficient macronutrient uptake for phytoplankton growth (Berman-Frank et al., 2001).

The simulated regional sensitivity of atmospheric carbon uptake to changes in physiological rate indicates that there are substantial regional variations. Uptake of atmospheric CO$_2$ by biological activity is most sensitive to changes in the physiological rate in regions with a continuous supply of nutrients from upwelling and convective mixing. In the model, these regions include the equatorial Pacific, western North Pacific, North Atlantic, and the Southern Ocean. In the high latitudes, studies by Bopp et al. (2001), Denman and Pena (2002), and Le Quéré et al. (2005) simulated an increase in phytoplankton growth rate in the future due to increased light availability (from shoaling of the mixed layer depth) and increased temperature. In these regions, our adjoint sensitivity experiments indicate that an increase in only the phytoplankton growth rate would increase the uptake of atmospheric CO$_2$, especially in the equatorial and northwestern Pacific Ocean. On the other hand, shoaling of the MLD would decrease upwelling of nutrients (Cox et al., 2000; Fung et al., 2005), which could compensate for this enhanced carbon uptake. Despite the strong upwelling and mixing in the Southern Ocean, the carbon uptake simulated by the model is not sensitive to the phytoplankton growth rate. This is likely due to the extremely low dissolved iron concentration (i.e. approximately 0.1 nmol L$^{-1}$) simulated by the model in this location. The phytoplankton growth formulation in the model also depends on the dissolved iron concentration as shown in Eq. (3). Therefore, low concentrations of dissolved iron yield a lower phytoplankton growth rate and thus lower biological carbon uptake than in other regions where iron is not limiting.

The sensitivity map of sea-to-air CO$_2$ flux to ecosystem parameters indicates that in the high-nutrient, low-chlorophyll (HNLC) regions, such as the equatorial Pacific, the subarctic North Pacific, and the Southern Ocean, carbon uptake is sensitive to zooplankton grazing and excretion parameters. The sensitivity of zooplankton grazing in these locations confirms earlier sensitivity studies with one-dimensional forward models (Chai et al., 2002; Dugdale et al., 2002) as well as observation in the equatorial Pacific Ocean (Landry et al., 2003; Price et al., 1994). In addition, our simulated sea-to-air CO$_2$ flux in the North Pacific and Southern Ocean also responds to variations in the grazing parameter, consistent with the available observations (Landry et al., 2002; Saito et al., 2005). In these regions, an increase in the grazing rate suppresses phytoplankton mass in the euphotic zone, thereby reducing nutrient and DIC uptake by photosynthesis. Druon and Le Fevre (1999) demonstrated that increasing the zooplankton excretion rate in a one-dimensional, coupled physical-biological model could enhance the primary productivity in the North Atlantic. Since the zooplankton excretion rate regulates the zooplankton biomass, it would also help control the grazing pressure, hence biological production, over a longer period. Moreover, the excretion parameter regulates the flux of DOC that can be recycled into nutrients in the euphotic zone. For example, study by Sarma et al. (2003) demonstrated that zooplankton excretion is central in sustaining the high surface organic carbon demand, which cannot be met from supplies through circulation in certain regions, such as the Arabian and Indian Sea. Our sensitivity simulations show that an increase in zooplankton excretion rate reduces zooplankton concentration (and therefore grazing pressure) and increases the flux of regenerated nutrients, both of which lead to increase in primary production and carbon uptake in the equatorial Pacific, northwest Pacific, North Atlantic, Indian, and the Southern Ocean.
Despite the effectiveness of using an adjoint model to estimate the regional sensitivity, the variability of the sensitivity results are model-specific. Thus similar experiments with different models may yield different solutions. For example, the adjoint sensitivity also depends on the initial values of most of the control parameters (e.g., parameters listed on Table 1) in the model, which generally varies from one model to another. These parameters are determined based on observations and laboratory studies (e.g. Eppley, 1972; Amon and Benner, 1994), which do not necessarily represent the global marine ecosystem. Optimization techniques, such as the 4-DVAR method can provide more insight on how to better constrain these parameters (Zhao et al., 2005; Tjiputra et al., 2007). Moreover, other studies, such as Bopp et al. (2001) and Doney et al. (2004) demonstrate that physical properties (e.g. surface forcing, convective mixing parameterization, vertical and horizontal resolutions) of biogeochemical models can greatly alter carbon cycle model predictions. Furthermore, the current model used here does not consider interannual variability in physical forcing. The parameterization of the physical processes as well as model resolution both still require improvement. Given the dependency of the results of sensitivity analysis to the forward model, it would be valuable to conduct a similar adjoint sensitivity study with different carbon cycle models having different ecosystem parameterizations and physical flow fields.

5 Conclusions

In this study, the spatial variability of surface pCO$_2$ due to changes in SST, DIC, alkalinity, and salinity were estimated using an intermediate complexity, adjoint, global-scale, ocean carbon cycle model. In addition, we studied the biophysical factors that control regional DIC variability. Whereas other studies have focused on interannual variability (Le Quéré et al., 2005; Wetzel et al., 2005), we have focused on the annual cycle. The formulation of surface pCO$_2$ and DIC variability in our model were decomposed into different physical and biological components. The variability of surface alkalinity and salinity at the surface has little influence on the overall variability of seawater pCO$_2$. In the equatorial regions, the SST variability is the main factor controlling the pCO$_2$ variability. In the subtropical regions, the seasonal variability of surface pCO$_2$ is also dominated by SST variation, especially during the summer and fall seasons. In the subpolar regions, it is the seasonal variability of surface DIC that regulates most of pCO$_2$ annual cycle. These results confirm previous observational (Takahashi et al., 2002; Watson and Orr, 2003), and modeling studies (McKinley et al., 2004; Pasquer et al., 2005; Wetzel et al., 2005), but they are derived from an independent adjoint modeling approach.

The decomposition of DIC variability simulated by the model has helped identify the biological and physical processes that are the dominant controls of surface DIC variability. In equatorial upwelling regions, primary production is fueled by a continuous supply of upwelled nutrients, which decreases DIC concentrations in the surface layer. However, this nutrient-upwelling effect is compensated by simultaneous upwelling of colder, DIC-rich water. In the subtropics, convective mixing during winter increases surface DIC. Later, during spring and summer, the strong uptake of CO$_2$ by biological activity controls most of the surface DIC variability. In the high latitudes, the seasonal amplitude of surface DIC concentration is mostly determined by biological activity. Our decomposition analysis confirms previous studies that the uptake of atmospheric CO$_2$ is sensitive to biological processes in the high latitudes, e.g., in the North Pacific (McKinley et al., 2006), Southern Ocean (Metzl et al., 1999) and in the nutrient-rich low latitudes, i.e., the equatorial Pacific (Chai et al., 2002).

This study, applying the adjoint model, also presents the first comprehensive maps for the sensitivity of the global sea-to-air CO$_2$ flux to regional perturbations in nutrients and marine ecosystem model parameters. In regions where nutrients are the limiting factor, nutrient addition increases carbon fixation and will increase the uptake of atmospheric CO$_2$. However, this study shows that the amplitude of the outcome depends on the structure within the regional ecosystem. For example, in the equatorial Atlantic, the adjoint sensitivity maps illustrate that phosphate is an essential limiting factor because there is sufficient light, temperature, and iron as needed for phytoplankton growth. In addition, phosphate is highly depleted in these regions because nitrogen requirements are met by nitrogen fixation of cyanobacteria.

The global sea-to-air CO$_2$ flux is sensitive to changes in ecosystem parameters in regions with high annual-mean productivity, including the equatorial Pacific, the western part of North Pacific gyre, the North Atlantic, and the Southern Ocean. In all these regions, the sensitivity maps reveal high sensitivities to changes in zooplankton dynamics, specifically grazing and excretion parameters. An increase in zooplankton grazing would reduce the phytoplankton concentration and reduce DIC uptake because there would then be fewer phytoplankton to perform photosynthesis. In contrast, increasing zooplankton excretion rate would reduce zooplankton abundance and increase DOC concentration, both of which facilitate phytoplankton growth and enhance the upward flux of remineralized nutrient. Both changes also help maintain a longer phytoplankton growth period. Our adjoint sensitivity study suggests that increases phytoplankton growth rate increases the carbon uptake in the equatorial and northwest Pacific. In the oligotrophic regions (e.g., subtropical North and South Pacific), an increase in the exudation rate increases the dissolved organic carbon (DOC) surface concentrations. Therefore, over longer time scales, increased exudation would enhance regenerated nutrients, which would increase photosynthesis and carbon uptake.

Nevertheless, it is unlikely that a climate-associated change in one parameter does not affect or feedback on
other ecosystem processes or parameters. For example, Bopp et al. (2005) demonstrated that the diatom growing season in the high latitudes could potentially increase with global warming. Furthermore, increases in the stratification from climate change may also lead to the broadening of oligotrophic areas, which could increase smaller-sized phytoplankton stock and reduce POC sinking speed, thus the overall biological pump and carbon uptake. On the other hand, short-term manipulative experiments by Riebesell et al. (2007) suggest that phytoplankton carbon uptake may increase with rising oceanic CO$_2$ concentration, thereby resulting in higher organic carbon export. For the sensitivity of carbon uptake to regional nutrient addition, Aumont and Bopp (2006) demonstrated that local iron fertilization could alter the surface ecosystem dynamics and deep ocean biogeochemical tracer distribution, far from the fertilization sites.
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