Determination of the core temperature of a Li-ion cell during thermal runaway
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HIGHLIGHTS

• Develops a method to determine core temperature of Li-ion cell in thermal runaway.
• Predictions from method validated through experiments in a broad parameter space.
• Core temperature found to exceed surface temperature by 100s of degrees Celsius.
• Results help determine the thermal state of a cell during thermal runaway.
• Results may help understand and develop strategies to mitigate thermal runaway.

ABSTRACT

Safety and performance of Li-ion cells is severely affected by thermal runaway where exothermic processes within the cell cause uncontrolled temperature rise, eventually leading to catastrophic failure. Most past experimental papers on thermal runaway only report surface temperature measurement, while the core temperature of the cell remains largely unknown. This paper presents an experimentally validated method based on thermal conduction analysis to determine the core temperature of a Li-ion cell during thermal runaway using surface temperature and chemical kinetics data. Experiments conducted on a thermal test cell show that core temperature computed using this method is in good agreement with independent thermocouple-based measurements in a wide range of experimental conditions. The validated method is used to predict core temperature as a function of time for several previously reported thermal runaway tests. In each case, the predicted peak core temperature is found to be several hundreds of degrees Celsius higher than the measured surface temperature. This shows that surface temperature alone is not sufficient for thermally characterizing the cell during thermal runaway. Besides providing key insights into the fundamental nature of thermal runaway, the ability to determine the core temperature shown here may lead to practical tools for characterizing and mitigating thermal runaway.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Li-ion cells offer an excellent mechanism for electrochemical energy storage and conversion, with superior energy storage and power density compared to predecessor technologies [1–4]. However, the performance of Li-ion cells is known to be highly sensitive to temperature [5,6], and even modest rise in operating temperature results in severe safety and reliability concerns. Fundamentally, high temperature triggers multiple exothermic reactions and processes inside a Li-ion cell, such as degradation of separator, reaction between the anode active material and electrolyte, reaction between the positive active material and electrolyte and finally electrolyte decomposition [7–10]. As the cell temperature rises due to such processes, the rates of heat generation increase even more [11]. In addition, newer, more exothermic reactions are also triggered. This chain mechanism continues until the heat generation rate becomes unsustainably large, thereby pushing the cell into a catastrophic thermal runaway situation. Thermal runaway is a significant technological challenge that has been investigated in a large body of experimental and theoretical research [7,8,10–16].

A number of experimental techniques have been used for
investigating the nature of thermal runaway in Li-ion cells [8,10,15]. Reactions and processes leading to thermal runaway are usually modeled based on Arrhenius kinetics. Reaction rate parameters for these processes have been experimentally determined [8,17]. Heat generation rates have been measured in both nominal and runaway conditions using both calorimetric and non-calorimetric techniques [12,18,19]. At the cell level, thermal runaway has been induced through a variety of mechanisms including nail penetration, internal short circuit, high temperature oven tests, etc. [5,6,10,13,20]. In each case, the surface temperature of the cell has been measured and used as a metric to represent the thermal health of the cell. Surface temperature measurement has been carried out through both contact and non-contact techniques such as thermocouples and infrared thermography respectively [10,13,21–24]. Threshold values for the surface temperature for inducing a thermal runaway have been determined experimentally [10,12,13]. The fundamental processes that contribute towards thermal runaway, including temperature-dependent heat generation, thermal conduction and convection have been combined into a single non-dimensional number [11]. A threshold value for this number has been shown to exist, above which thermal runaway is imminent.

The risk of thermal runaway is usually managed by battery management approaches such as load reduction on the cell when its temperature exceeds a certain threshold. While this approach may keep the cell safe, it usually comes at the cost of performance. The effectiveness of this significant trade-off between safety and performance depends critically on accurate measurement of the cell temperature, which is a key indicator of the thermal health of the cell and a predictor of the onset of thermal runaway. Surface temperature measurement, while providing some indication of the thermal state of the cell, is not completely representative, since the internal temperature at the core of the cell may be much higher due to internal heat generation [18] and poor thermal conductivity [25] of the cell. The higher, internal temperature may drive thermal runaway even when the surface temperature is much lower. Information about the core temperature is therefore critical for fully understanding and alleviating thermal runaway. Any technique to manage thermal runaway based on surface temperature alone is likely to be in significant error, as the core temperature — and not the surface temperature — is an appropriate indicator of the thermal state of the cell.

Most past papers have only measured cell temperature on the outer surface [10,12,13] and not the core temperature, possibly due to the several challenges associated with core temperature measurement, such as the hermetically sealed nature of the cell and lack of physical access to the core. A limited number of techniques that have been evaluated for measuring the internal temperature of the cell include fiber Bragg gratings [26], temperature measurement through electrochemical parameter measurement [27] and even micro-thermocouples [28,29]. Limited work exists on internal temperature measurement using embedded thermocouples during short circuit and overcharge conditions [29], wherein a significant temperature difference between internal temperature and external surface temperature was reported. This work reported internal temperature of up to 195 °C for LiCoO₂ cells in mild abuse conditions [29], although temperature during a thermal runaway event that causes fire and explosion is expected to be much higher. Several of these techniques require physical insertion of a sensor into the cell, which often leads to cell failure and is unlikely to work well for widespread implementation. Others, such as electro-chemistry based temperature measurement only provide an average temperature of the cell, and not the peak temperature. In the recent past, a method for predicting the internal temperature of a cylindrical Li-ion cell based on measurement of the surface temperature has been developed [21,22]. This method requires information about the heat generation rate and thermophysical properties of the cell, and has been experimentally demonstrated for nominal, non-runaway operating conditions. Given the technological importance of predicting, managing and preventing thermal runaway, it is of much interest to extend such methods for measurement of the internal temperature of the cell during extreme conditions encountered in thermal runaway. Any such effort will help understand the thermal state inside the cell during thermal runaway and will positively impact the fundamental understanding and practical management of thermal runaway in Li-ion cells.

This paper presents an experimentally validated method for determining the core temperature of a cylindrical Li-ion during thermal runaway. This technique is based on measured surface temperature data as a function of time and chemical reaction kinetics during thermal runaway. These data are used in an analytical heat transfer model to determine the core temperature as a function of time. The core temperature determined in this manner is found to be in good agreement with experimental measurements on a thermal test cell undergoing a thermal process that mimics thermal runaway in real cells. The technique is used to determine the core temperature as a function of time for a number of surface temperature measurements reported in past papers. In each case, it is found that the peak core temperature is several hundred degrees Celsius higher than the surface temperature. This provides a critical, previously unavailable insight into the thermal state inside the cell, which is not possible through surface temperature measurement alone. The capability for determining the core temperature of the cell during thermal runaway, enabled by this work, may contribute towards an improved fundamental understanding of thermal runaway, as well as practical techniques for improved safety of Li-ion cells through effective management of thermal runaway risks.

2. Mathematical modeling

Fig. 1(a) shows a schematic of the geometry considered here, comprising a cylindrical Li-ion cell of radius \( R \). Radial thermal conductivity and diffusivity of the cell are assumed to be \( k_r \) and \( \alpha \) respectively. Internal heat generation within the cell, \( Q(T) \), which occurs due to various electrochemical processes, is a function of temperature. Surface temperature at the outer surface, \( r=R \), is assumed to be known from experimental measurements, as reported in several past papers [10,12,13]. The interest here is to develop a model to predict the evolution of the core temperature based on the measured surface temperature and the internal heat generation. In the cylindrical coordinate system used here, it is possible to derive a governing partial differential equation for the temperature rise \( T(r,t) \) by considering energy conservation of an infinitesimally small element [30,31]. By accounting for thermal conduction into and out of this element, as well as internal heat generation and energy storage, the energy equation, used commonly for heat transfer analysis, can be found to be

\[
\frac{\partial^2 T}{\partial r^2} + \frac{1}{r} \frac{\partial T}{\partial r} + \frac{Q(T)}{k_r} = \frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{1}
\]

Boundary conditions associated with equation (1) are

\[
\frac{\partial T}{\partial r} = 0 \quad \text{at} \quad r = 0 \tag{2}
\]
Temperature rise at \( t = 0 \) is assumed to be zero. Temperature-dependent heat generation in equation (1) and time-dependent surface temperature in equation (3) are the two non-homogeneities in this problem. In order to derive a solution, the problem is first divided into two sub-problems, \( T_1(r, t) \) and \( T_2(r, t) \) that account for each non-homogeneity separately. \( T_1(r, t) \) represents the temperature rise due to internal heat generation alone, and \( T_2(r, t) \) represents the temperature rise due to time-dependent surface temperature alone.

The solution for \( T_1(r, t) \) depends on the nature of internal heat generation \( Q(T) \). Heat generation during thermal runaway is usually modeled as an Arrhenius function

\[
Q = Q_0 \exp\left( -\frac{E_a}{R_u T} \right)
\]

Where \( Q_0 \) is the pre-exponential constant, \( E_a \) is the activation energy and \( R_u \) is the universal gas constant.

Due to the exponential nature of temperature dependence of \( Q \), the governing energy equation for \( T_1(r, t) \) is highly nonlinear, and consequently very difficult to solve. Linearization through time-stepping is carried out in order to solve for \( T_1(r, t) \). The time duration of interest is divided into a number of smaller time intervals, for which \( T_1(r, t) \) is computed in a sequential fashion. Each time interval is chosen to be small enough, such that the change in heat generation due to increased temperature during the interval is reasonably small. This allows the \( Q(T) \) term to be considered to be constant during each time interval. Based on linearization of the problem in this fashion, the temperature distribution \( T_1(r, t) \) during each time interval can be computed using the method of separation of variables techniques. The solution for \( T_1(r, t) \) is found to be

\[
T_1(r, t) = s(r) + w(r, t)
\]

Where

\[
s(r) = \frac{Q_{gen}}{4k} \left( R^2 - r^2 \right)
\]

and

\[
w(r, t) = \sum_{n=1}^{\infty} A_n J_0(\lambda_n r) \exp\left( -\frac{\lambda_n^2 t}{C_0} \right)
\]

where \( A_n \) is given by

\[
A_n = \frac{\int_0^R r(T_{initial}(r) - s(r)) J_0(\lambda_n r) dr}{\int_0^R \left( r J_0(\lambda_n r) \right)^2 dr}
\]

where the eigenvalues \( \lambda_n \) are given by the roots of \( J_0 \), the Bessel function of the first kind and of order zero.

Note that \( Q_{gen} \) is the heat generation rate during the specific time interval, and \( T_{initial}(r) \) is the temperature distribution in the cell at the start of the time interval, which must be determined by computing the temperature distribution during the immediately preceding time interval. Equations (5) through (8) provide an approach for handling the non-linearity in the equations for \( T_1(r, t) \) and computing the temperature distribution in a recursive fashion.

This linearization approach introduces approximations in the temperature distribution because it assumes the heat generation rate to be uniform throughout the cell. Further, because the temperature distribution in the cell may be non-uniform due to the low thermal conductivity of the cell [25], it is important to determine the temperature at which to compute the heat generation rate for each time interval. These limitations of the linearization approach can be minimized by choosing the time intervals to be sufficiently short.

Deriving an expression for \( T_2(r, t) \) is relatively simpler, and is similar to a procedure outlined in a recent paper [21]. Using the method of undetermined parameters, \( T_2(r, t) \) is found to be

\[
T_2(r, t) = \sum_{n=1}^{\infty} B_n(t) J_0(\lambda_n r)
\]

where \( B_n(t) \) is given by

\[
B_n(t) = \int_0^R r(T_{initial}(r) - s(r)) J_0(\lambda_n r) dr
\]
3. Experiments

3.1. Thermal test cell

Experiments are carried out to validate the analytical model for determining the core temperature of a cell as presented in section 2. Note that imposing and measuring a precise, well-controlled temperature-dependent heat generation rate in a Li-ion cell is not straightforward. Further, there is a lack of experimental methods to directly measure the core temperature, in part due to its hermetically sealed nature. As a result, these experiments are carried out on a thermal test cell that is carefully designed and fabricated in order to closely match the geometry and thermal transport properties of a 26650 Li-ion cell. Fabrication and measurements on such thermal test cells have been described in previous papers [7,8,10]. In short, the thermal test cell comprises a rolled, thin resistive 304 stainless steel foil placed inside a 26650 cell casing. Thermocouples are placed at different radii, including at the core and surface of the roll for temperature measurement. Heat is generated inside the cell by passing electrical current through the resistive metal foil. Temperature-dependence of heat generation rate is implemented by monitoring the cell temperature through embedded thermocouples and changing the heating current in order to implement any desired \( Q(T) \) expression, as shown schematically in Fig. 1(c).

3.2. Experimental setup

Fig. 1(b) shows a picture of the experimental setup, comprising the thermal test cell, T-type thermocouples, a NI-9213 data acquisition system (DAQ), Keithley 2401 power sources and LabView software running on a 64-bit computer. Fig. 1(c) shows a schematic of the flow of information during the experiment. Core temperature of the thermal test cell is measured at 1 s intervals by LabVIEW software through the NI-9213 DAQ. The heat generation rate to be imposed in the cell is determined using the measured temperature and the desired temperature dependence, \( Q(T) \). The amount of current needed for the heat generation rate is determined based on the electrical resistance of the metal foil and supplied to the thermal test cell by the Keithley 2401 power sources. Surface temperature of the thermal test cell is measured every 1 s. Experiments are repeated by changing the \( Q(T) \) expression implemented in the heat generation feedback loop for multiple values of \( Q_0 \) and \( E_a \). In each case, measured core temperature is compared against predictions from the analytical model from Section 2.

In addition to experiments described above, analysis of experimental data on 18650 cells reported in three past papers [10,12,13] is also carried out. Section 4 shows that specific heat of the 18650 cell is a critical parameter in these computations. As a result, experiments are carried out to independently measure the specific heat of an 18650 Li-ion cell.

To do so, a completely discharged 18650 Li-ion cell is heated up to 45 °C inside a BOEKEL incubator. Surface temperature of the cell is measured using Omega T-type thermocouples connected to a NI-9213 data acquisition system and controlled by LabView software. Once the cell reaches a steady temperature, it is placed inside a lab-grade 350 ml vacuum flask containing 150 g of water at room temperature. It is ensured that the cell is completely submerged in water and the flask is sealed. Temperature of water is also monitored using a thermocouple. During the process, heat transfers from the cell to water due to temperature difference until they both reach the same temperature. Neglecting any minor heat losses from the flask to the ambient, a statement of energy conservation for this process can be written as follows

\[
m_c C_p, c \Delta T_c + m_w C_p, w \Delta T_w = 0
\]

where \( m \) is mass, \( C_p \) is specific heat and \( \Delta T \) is the total temperature change during the experiment. Subscripts \( c \) and \( w \) refer to the cell and water respectively. Since masses and temperatures are measured, therefore the specific heat of the cell can be determined from equation (13) based on the well-known specific heat of water.

4. Results and discussion

4.1. Numerical validation

The analytical model presented in section 2 is first validated against numerical simulations. Fig. 2 shows a comparison between the core temperature rise as a function of time predicted by the analytical model and a finite-element numerical simulation carried out in ANSYS-CFX. The boundary temperature used in this comparison is obtained from one of the experimental data on a thermal test cell illustrated in section 3. The values for \( Q_0 \) and \( E_a \) in the heat generation expression for this comparison are \( 5 \times 10^{10} \) W m\(^{-3}\) and \( 1.3 \times 10^5 \) J mol\(^{-1}\) respectively. Fig. 2 shows that the analytical model and finite-element simulations are in very good agreement throughout the entire time duration, with a worst-case deviation of only 3.1% between the two. This provides a validation of the accuracy of the analytical model presented in section 2.

4.2. Experimental validation

Further validation is carried out by comparison with experimental data on a thermal test cell with known heat generation rate \( Q(T) \). Two sets of experiments are carried out. In the first set, the pre-exponential factor, \( Q_0 \) is kept constant at \( 10^{10} \) W m\(^{-3}\) while varying the activation energy \( E_a \) for heat generation in the thermal test cell through temperature-dependent heating current implemented by the LabVIEW controller. Fig. 3(a) compares the core temperature rise as a function of time measured through
experiments with the one predicted by the analytical model for different values of activation energy. Experimental data and analytical model are in very good agreement. It is seen that as the activation energy increases while keeping $Q_0$ constant, there is reduction in temperature rise, and thermal runaway occurs much later in time. In each case, the experimental data are found to agree well with predictions from the analytical model. The worst-case deviation between the two is found to be less than 1%. In addition to validating the analytical model, these data also show that increase in the value of activation energy results in a decrease in the slope of temperature rise as a function of time, implying that as the activation energy increases, the temperature curve will eventually begin to reach a steady state and therefore not go in thermal runaway. Both experimental data and the analytical model from section 2 follow this trend.

In the second set of experiments, $Q_0$ is varied while holding $E_a$ constant at 246.9 kJmol$^{-1}$. Similar to the first set of experiments, there is very good agreement between experimental data and analytical model, as shown in Fig. 3(b), with a worst-case deviation of 1.2%. These experiments demonstrate the accuracy of the theoretical model in section 2 for computing the core temperature of the cell undergoing temperature-dependent heat generation over a wide parameter space.

4.3. Components of the core temperature

As outlined in section 2, the core temperature of the cell is computed as the sum of two different contributions, $T_{1,\text{core}}$ and $T_{2,\text{core}}$ that account for the effect of internal heat generation and outside surface temperature respectively. Under different experimental conditions, either of these two may dominate the overall core temperature. To illustrate this, Fig. 4(a) and (b) plot the core temperature rise as a function of time, along with its two components $T_{1,\text{core}}$ and $T_{2,\text{core}}$ for two different scenarios.

In the first case, the value of the activation energy is relatively small. In this case, as shown in Fig. 4(a), the core temperature is dominated by contributions from the surface temperature component $T_{2,\text{core}}$ for the first 1500 s or so. Subsequently, however, as the temperature rises, internal heat generation becomes more and more important, and as shown in Fig. 4(a), the contribution from $T_{1,\text{core}}$ begins to increase, and eventually dominate the core temperature computation, beyond 3500 s or so.

In a different scenario, however, the core temperature could be dominated throughout by only one of the two components. This is illustrated in Fig. 4(b), where the internal heat generation rate is so small that the surface temperature component $T_{2,\text{core}}$ dominates the overall core temperature throughout the duration.

These insights into the dominance of one or the other component, or the switch from one to the other as time passes are critical in designing computational approaches for determining the core temperature. For example, knowing that one of the two components is not significant under certain conditions can be used to speed up core temperature computation by not computing that component at all.

4.4. Prediction of the core temperature for past measurements of surface temperature

Several past papers have reported measurement of surface temperature of Li-ion cells during thermal runaway events caused...
by a variety of factors such as high ambient temperature during an oven test [10,12,13]. A key drawback of these papers is the lack of information on the true temperature at the core of the cell, which may be significantly different from the reported surface temperature data.

The analytical model presented in section 2, and validated through comparison with experimental data in section 4.2 is used to determine the core temperature as a function of time and compare against surface temperature measurements reported by these papers. The primary interest here is to determine how much hotter the core is compared to the surface temperature during a thermal runaway event.

In order to do so, it is first important to define the total heat generation during thermal runaway based on chemical reaction kinetics.

Heat generation during thermal runaway has been well characterized in several past papers [7–10]. The total heat generation is the sum of heat generated due to multiple processes, including solid electrolyte interface (SEI) decomposition, negative-solvent reaction, positive-solvent reaction and electrolyte decomposition. Each of these reactions is triggered at a specific starting temperature. Table 1 summarizes the governing equations for heat generation for each of these processes, as well as the respective starting temperatures.

In these equations, $H$, $W$ and $R$ refer to reaction specific heat release, material content and reaction rate, respectively. Further, $m$, $E_a$, $A$, $c$ and $z$ refer to order, activation energy, frequency factor and initial dimensionless content, respectively. Also, $t_{SEI}$ is the initial SEI thickness. Values for various kinetic and physical parameters in the equations in Table 1 are taken from past work [9].

Total heat generation within the cell during thermal runaway is the sum of all the heat generations due to the specified reactions and is given by

$$Q_{gen} = Q_{sei} + Q_{ne} + Q_{pe} + Q_e$$  \hspace{2cm} (14)

Core temperature of an 18650 cell undergoing thermal runaway as reported by Lopez et al. [10] is computed and compared against the reported surface temperature data. In this work, a Lithium-cobalt-oxide 18650 cell was subjected to a conventional oven test at 170 °C and surface temperature measurement using a thermo-couple was reported. In order to determine the core temperature under these conditions, the reported surface temperature measurement is extracted, and used as the boundary condition for the mathematical model in section 2.

Fig. 5 plots the computed core temperature, as well as the reported surface temperature from this study. It is seen that for the first 600 s or so, the surface temperature of the cell is higher than the core temperature. This happens because the cell is initially much colder than the oven temperature, and because heat generation due to chemical reactions is not significant in the initial period. During this period, the core temperature rise is primarily due to diffusion of heat from the cell surface to the core, which is accounted for by the $t_{2core}$ component in the analytical model. Once the cell temperature has risen significantly, chemical reactions begin to generate significant heat, resulting in a sharp temperature rise. Computation of the core temperature shows that the increase in core temperature is even sharper than the measured surface temperature during the thermal runaway. The peak core temperature is found to be several hundreds of degrees Celsius higher than the surface temperature. After the thermal runaway event ends, heat diffuses from the core to the surface.

Table 1

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Heat Generation</th>
<th>Rate of Reaction</th>
<th>Starting Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEI Decomposition</td>
<td>$Q_{sei} = H_{sei}W_{sei}R_{sei}$</td>
<td>$R_{sei} = A_{sei} \exp \left(- \frac{E_a}{R} \frac{T_{ref}}{T_{sei}} \right) \frac{W_{sei}}{T_{sei}} \frac{m_{sei}}{C_{18}}$</td>
<td>90-120 °C</td>
</tr>
<tr>
<td>Negative-Solvent Reaction</td>
<td>$Q_{ne} = H_{ne}W_{ne}R_{ne}$</td>
<td>$R_{ne} = A_{ne} \exp \left(- \frac{E_a}{R} \frac{T_{ref}}{T_{ne}} \right) \frac{W_{ne}}{T_{ne}} \frac{m_{ne}}{C_{18}}$</td>
<td>120 °C</td>
</tr>
<tr>
<td>Positive-Solvent Reaction</td>
<td>$Q_{pe} = H_{pe}W_{pe}R_{pe}$</td>
<td>$R_{pe} = A_{pe} \exp \left(- \frac{E_a}{R} \frac{T_{ref}}{T_{pe}} \right) \frac{W_{pe}}{T_{pe}} \frac{m_{pe}}{C_{18}}$</td>
<td>170 °C</td>
</tr>
<tr>
<td>Electrolyte Decomposition</td>
<td>$Q_e = H_eW_eR_e$</td>
<td>$R_e = A_e \exp \left(- \frac{E_a}{R} \frac{T_{ref}}{T_e} \right) \frac{W_e}{T_e} \frac{m_e}{C_{18}}$</td>
<td>200 °C</td>
</tr>
</tbody>
</table>
temperature continues to be greater than the surface temperature, until at large time, the two equilibrate at the oven temperature. The significantly larger core temperature compared to the surface temperature is a critical insight into the thermal state of the cell during thermal runaway. While the surface temperature is much easier to measure, it is shown to heavily under-predict the actual temperature of the cell, which at its core may be hundreds of degrees Celsius larger than the temperature reported by a thermocouple on the outside surface.

Fig. 5 shows a similar plot of the computed core temperature for another study by Golubkov et al. [13]. In this work, an 18650 NMC (Li (Ni0.45 Mn0.45 Co0.10)O2 layered oxide cathode) Li-ion cell fixed inside a heater sleeve was placed inside a heatable reactor. The cell was initially at 25°C and heated through constant power Joule heating. Surface temperature of the cell, measured using thermocouples, is used to determine the core temperature using the analytical model in section 2. Compared to Fig. 5, the rate of temperature rise in the initial period is lower, due to slow heat diffusion into the cell. In the absence of significant internal heat generation for the first 4000 s, the core and surface temperatures remain very close to each other. In the study conducted by Lopez et al. [10] the oven was preheated to 170°C and then the cell was inserted, whereas in this study, the temperature of the heater increases slowly, which results in only a minor difference between the core and the surface temperature during the initial period. When the cell temperature becomes large enough, significant heat begins to be generated due to exothermic reactions, which results in sharp increase in the core temperature. Similar to the previous case, the peak core temperature during thermal runaway is several hundred of degrees Celsius higher than the measured surface temperature. Once the external heating is stopped, both core and surface temperature begin to drop off, similar to the previous case.

Finally, the core temperature is also computed for thermal runaway of a LiMn2O4 Li-ion cell in an oven test [12]. In this case, the oven temperature is set to 240°C throughout the experiment. The core temperature for this case, computed using the analytical model in section 2, as well as the reported surface temperature measurement [12] are plotted in Fig. 7. Similar to the previous two cases, this plot shows a significant difference in the computed core temperature and measured surface temperature. This shows the importance of determining the core temperature during thermal runaway events instead of relying only on surface temperature measurements, which may significantly under-predict the thermal state of the cell. During thermal runaway, the cell may be much hotter than reported by an external thermocouple, and this must be accounted for in design and run-time management of a thermal runaway situation.

As pointed out in section 2, the determination of the core temperature of the cell during thermal runaway requires information about heat generation parameters as well as thermal properties of the cell. Both of these data are available in past papers, where values of Arrhenius parameters of various processes during thermal runaway [7,8,10] as well as thermal properties of Li-ion cells [18,19] have been presented.

4.5. Effect of thermal properties on predicted temperature

Since different values for Li-ion cells thermal conductivity and specific heat have been reported in literature, a sensitivity study is conducted to understand the impact of these properties on the thermal behavior of the cell during thermal runaway.

Fig. 8(a) shows the core temperature rise as a function of time based on previously reported surface temperature [10] for different values of thermal conductivity $k_r$. In this case, the specific heat $C_p$ is held constant at 715 J kg$^{-1}$K$^{-1}$. Fig. 8(a) shows the effect of ±10% and ±20% variation in thermal conductivity from the baseline value of 0.2 W m$^{-1}$K$^{-1}$. The temperature curves are found to be largely
insensitive to changes in thermal conductivity. The predicted peak temperature changes by only about 2% when the thermal conductivity changes by 10%. This shows that behavior of the core temperature is not a strong function of the thermal conductivity of the cell, and uncertainties in the value of the thermal conductivity do not significantly affect the predicted temperature.

On the other hand, Fig. 8(b) compares the core temperature as a function of time for different values of specific heat $C_p$. In this case, the thermal conductivity is held constant at 0.2 W m$^{-1}$ K$^{-1}$. Similar to the previous case, ±10% and ±20% changes in $C_p$ from the baseline value of 715 J kg$^{-1}$ K$^{-1}$ are considered. Unlike thermal conductivity, Fig. 8(b) shows that changes in specific heat have a relatively more significant effect on the peak temperature. While the change in temperature is not significant both before and after thermal runaway, the peak temperature rise around thermal runaway changes by 7% with a 10% change in specific heat. In general, the predicted peak temperature rise increases with reduction in heat capacity, which is along expected lines. This shows that accurate information about $C_p$ is much more critical than $k$.

Due to the critical importance of $C_p$ on thermal behavior of the cell during thermal runaway, experiments are carried out to measure the specific heat of an 18650 Li-ion cell, as described in section 3. Supplementary Fig. 1 plots temperature as a function of time for both the Li-ion cell and water during these experiments. It is found that once the cell is submerged in water, the cell temperature reduces while the water temperature rises. After a short time, both reach a thermal equilibrium. Based on measurements of change in temperature for cell and water, their thermal masses and the specific heat of water, specific heat of the cell is determined from equation (13). The specific heat of the 18650 Li-ion cell is found to be 715 J kg$^{-1}$ K$^{-1}$.

5. Conclusions

This work develops an analytical heat transfer model to determine the core temperature of a Li-ion cell undergoing thermal runaway based on surface temperature measurement. The technique is suitable for determining the core temperature as a function of time for a variety of experimental conditions where the surface temperature has been measured. Results show that the maximum core temperature during thermal runaway is several hundreds of degrees Celsius higher than the surface temperature. This demonstrates the critical importance of the core temperature of the cell during thermal runaway. The accuracy of the technique depends on chemical kinetics data during thermal runaway, as well as on thermophysical properties of the cell, particularly its specific heat. This work provides a new fundamental insight into the thermal behavior of Li-ion cells during thermal runaway, which is not possible through surface temperature measurement alone. It is expected that information about the core temperature of the cell during thermal runaway, determined by the technique described here may help improve the fundamental understanding of thermal runaway, as well as help design practical tools to predict the thermal state of the cell so that thermal runaway could be mitigated.
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