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Abstract

An upper bound on pattern storage is stated for nonlinear feedforward networks with analytic activation functions, like the multilayer perceptron and radial basis function network. The bound is given in terms of the number of network weights, and applies to networks having any number of output nodes and arbitrary connectivity. Starting from the strict interpolation equations and exact finite degree polynomial models for the hidden units, a straightforward proof by contradiction is developed for the upper bound. Several networks, trained by conjugate gradient, are used to demonstrate the tightness of the bound for random patterns.

1. Introduction

Pattern memorization in nonlinear networks has been studied for many decades. The number of patterns that can be memorized has been referred to as the information capacity [1] and storage capacity [19]. Equating network outputs to desired outputs has been referred to as strict interpolation [5,23,9]. It is important to understand the pattern memorization capability of feedforward networks for at least two reasons. First, the capability to memorize is related to the ability to form arbitrary finite shapes in weight space. Second, if a network can successfully memorize many random patterns, we know that the training algorithm is powerful [17].

Upper bounds on the number of distinct patterns $P$ that can be memorized by nonlinear feedforward networks are functions of the number of weights in the network, $N_p$, and the number of outputs, $M$ [22]. For example, Davis [5] has shown that for any $P$ distinct, complex points there exists a unique $P - 1$ degree polynomial, with complex coefficients, that strictly interpolates (memorizes) all the points. In other words, breaking up the complex quantities into separate real and imaginary parts, he has derived a bound for the $M = 2$ case. An upper bound on the number of hidden units in the multilayer perceptron (MLP) for the $M = 1$ case, derived by Elisseef and Paugam-Moisy [6], agrees with the bound of Davis. They [7] subsequently extended their result to the case of $M$ larger than one. Suyari and Matsuba [24] have derived the storage capacity of neural networks with binary weights, using minimum distance between the patterns. Cosnard et al. [4] have derived upper and lower bound on the size of nets capable of computing arbitrary dichotomies. Ji and Psaltis [14] have derived upper and lower bounds for the information capacity of two-layer feedforward neural networks with binary interconnections, using an approach similar to that of Baum [2]. Moussaoui and Abbassi [20] and Ma and Ji [18] have pointed out that the information capacity is reflected in the number of weights of the network. Other works by Huang et al. [10–12] give the upper bound on the number of hidden units which comes from the lower bound on memorization.

Unfortunately, most recent research on pattern memorization in feedforward networks focuses on the one output case and does not apply to feedforward networks with arbitrary connectivity between network units. In this paper, partially building upon the work of Davis [5], we investigate an upper bound for $M \geq 1$ and arbitrary hidden unit activation functions. In Section 2, we introduce our notation. A straightforward proof of the upper bound is given in Section 3. Examples which indicate the validity of the bound are presented in Section 4.

2. Notation

Let $\{x_p \in \mathbb{R}^N \}_{p=1}^P$ be the dataset where $x_p \in \mathbb{R}^N$ is the input vector and $t_p \in \mathbb{R}^M$ is the desired output vector and $P$ is the number of patterns. The patterns are unique in that none of the input vectors...
are the same. Let us consider a feedforward MLP, having $N$ inputs, one hidden layer with $h$ nonlinear units and an output layer with $M$ linear units. For the $p$th pattern, the $j$th hidden unit’s net function and activation are, respectively,

$$\text{net}_{pj} = \sum_{n=1}^{N} w_{in}(j,n) \cdot x_{pn}, \quad 1 \leq p \leq P, \quad 1 \leq j \leq h$$  \hfill (1)

$$O_{pj} = f(\text{net}_{pj})$$  \hfill (2)

Here, the activation $f(\text{net})$ is a nonlinear function of the net function. The weight $w_{in}(j,n)$ connects the $n$th input to the $j$th hidden unit. Here the threshold of the $j$th node is represented by $x_{pN + 1}$ to one. The $ith$ output for the $p$th pattern is given by

$$y_{pi} = \sum_{k=1}^{N} w_{oi}(i,k) \cdot x_{pk} + \sum_{j=1}^{h} w_{oh}(i,j) \cdot O_{pj}$$  \hfill (3)

For the $p$th pattern, the $N$ input values are $x_{pk} (1 \leq k \leq N)$ and the $M$ desired output values are $O_{pj} (1 \leq i \leq M)$. $w_{oi}$ denotes weights connecting inputs to outputs and $w_{oh}$ denotes weights connecting hidden units to outputs.

### 3. An upper bound

In this section, we describe an exact finite degree polynomial model for the memorization process. Then an upper bound on memorization and a proof by contradiction are presented.

#### 3.1. Modeling of memorization

Let us assume that the net functions for different finite inputs can be different but finite. Equating $y_{pi}$ in (3) to $t_{pi}$, we get

$$t_{pi} = \sum_{k=1}^{N} w_{oi}(i,k) \cdot x_{pk} + \sum_{j=1}^{h} w_{oh}(i,j) \cdot O_{pj}$$  \hfill (4)

Suppose that a random input vector is put through the network of (3), and that the outputs are called $t_{pi}$ as in (4). We have then generated a pattern that is memorized by the network. However, the desired outputs are not arbitrarily chosen. We call such patterns trivially memorized (TM) patterns. Clearly, every network has an infinite number of TM patterns. In order to model the memorization process in (4), we can use an exact, finite degree polynomial model for $O_{pj}$. This is accomplished by using Lagrange polynomials [13]. The $P-1$ degree Lagrange polynomial that precisely satisfies $\mathcal{L}(\text{net}_{qj}) = O_{pj}$ is developed as

$$\mathcal{L}(\text{net}) = \sum_{p=0}^{P-1} O_{pj} \cdot e_{p}(\text{net})$$  \hfill (5)

$$e_{p}(\text{net}) = \prod_{k=1 \neq p}^{P} \frac{\text{net} - \text{net}_{kj}}{\text{net}_{pj} - \text{net}_{kj}}$$  \hfill (6)

where net is a real variable. Replacing net by net$_{pj}$ in (6), we see that $e_{p}(\text{net}_{pj})$ equals $\delta(q-p)$ and that $\mathcal{L}(\text{net}_{qj})$ is indeed $O_{pj}$. It is clear that $\mathcal{L}(\text{net})$ is a $P-1$ degree polynomial and that we can rewrite $\mathcal{L}(\text{net})$ as

$$\mathcal{L}(\text{net}) = \sum_{p=0}^{P-1} a_{pj}(\text{net})^{p}$$  \hfill (7)

where $a_{pj}$ are the Lagrange polynomial coefficients. The $j$th hidden unit’s activation function is precisely equal to the interpolation polynomial for our training patterns, so replacing net by net$_{pj}$ in (7), we get

$$O_{pj} = \sum_{n=0}^{P-1} a_{pn}(\text{net}_{pj})^{n}$$  \hfill (8)

Substituting Eq. (8) into Eq. (4), we get

$$t_{pi} = \sum_{k=1}^{N} w_{oi}(i,k) \cdot x_{pk} + \sum_{j=1}^{h} w_{oh}(i,j) \sum_{n=0}^{P-1} a_{pn}(\text{net}_{pj})^{n}$$  \hfill (9)

For the memorized training patterns, note that (9) is exact, rather than being an approximation of (4). Note that the coefficients $a_{pn}$ are completely dependent on the net functions net$_{pj}$. Therefore, the $a_{pn}$ are dependent on the weights $w_{in}(j,n)$ in Eq. (1), and are dependent rather than independent variables. Substituting (1) into (9), we get

$$t_{pi} = \sum_{k=1}^{N} w_{oi}(i,k) \cdot x_{pk} + \sum_{j=1}^{h} w_{oh}(i,j) \sum_{n=0}^{P-1} a_{pn}(\text{net}_{pj})^{n}$$  \hfill (10)

In general, the weights are unknown while the training patterns $[x_{p}, t_{pj}]_{p=1}^{P}$ are known. Each ordered pair $(i, p)$ corresponds to a different equation. Taking all values of $p$ and $i$ into account, (10) corresponds to $P \cdot M$ nonlinear equations in $Nw$ unknowns. $Nw$ is, again, the number of network weights and thresholds. For the fully connected MLP,

$$Nw = M(N + 1 + h) + h(N + 1)$$  \hfill (11)

Note again that $Nw$ does not count the coefficients $a_{pn}$ since these are completely dependent upon the input weights $w_{in}(j,n)$ in Eq. (1). After abbreviating the right-hand side of Eq. (10), we have

$$t_{pi} = f_{p}(\mathbf{w}, \mathbf{A})$$  \hfill (12)

where $\mathbf{w}$ is a vector of dimension $Nw$ that contains all the network weights and thresholds, and the matrix $\mathbf{A}$ stores the Lagrange polynomial coefficients $a_{pn}$. If $Nw$ is equal to $P \cdot M$, a solution that satisfies all the above $P \cdot M$ equations is possible. In other words, for an MLP, the storage capacity, that is the number of patterns that can be memorized by a network with $h$ hidden units, is equal to the total number of weights in the network divided by the number of outputs,

$$P = \frac{Nw}{M} = \frac{M(N+1+h) + h(N+1)}{M}$$  \hfill (13)

A direct or constructive approach for solving (12) for $\mathbf{w}$ could involve back substitution. In this approach, each equation is solved for one weight or threshold, and the expression is substituted into the remaining equations. The order in which the equations are solved is as follows. For each pattern, we vary $i$ from 1 to $M$. For each value of $i$, we solve for one weight that is in the path leading to the $ith$ output. After a weight is solved for $i = M$, we increment $p$, set $i = 1$, and continue. The first $(N+1)$ times a given value of $i$ occurs, we solve for one of the bypass weights $w_{oh}(i,j)$ feeding into the $ith$ output. Then weights $w_{oh}(i,j)$ are solved for. Then the input weights $w_{in}(j,n)$ are solved for.

There are at least three problems with a direct approach for solving for $\mathbf{w}$. First, the validity of back substitution is questionable as closed form expressions for roots of high degree polynomials do not exist. Second, the complexity of the equations increases with each equation. Third, it is not clear how to find the coefficients $a_{pn}$ and the weights simultaneously.

In order to avoid the problems with a constructive proof, we can try a proof by contradiction. Here, we assume that $\mathbf{w}$ and therefore $\mathbf{A}$ are available. Keeping $\mathbf{A}$ constant, we can use back substitution to verify the elements of $\mathbf{w}$, one at a time.
3.2. Theorem and proof

With this, we can formally state our theorem on the storage capacity of feedforward networks.

**Theorem.** For a feedforward network with \( N \) inputs, \( M \) outputs, \( h \) hidden units and arbitrary finite hidden activation functions, the number of unique patterns \( P \) that can be memorized with no error is less than or equal to number of free parameters of the network, \( N_w \), divided by the number of outputs, \( M \).

In other words,

\[
P \leq \frac{N_w}{M} \tag{14}\]

where \(|\cdot|\) denotes truncation.

**Proof.** Let us assume that (1) the network can memorize \((N_w/M) + 1\) patterns and (2) we know the values of all the weights and the coefficients \( a_p \). Letting the \( a_m \), and \( x_m \), and \( t_p \) take on their correct values, our strategy is to solve each equation for one weight, employing back substitution.

The first step in this proof is to explain the type of back substitution used. Without assumption (2), this would be a daunting task. Note that in (10), after multiplying out \((net)_p\), each weight can occur many times. However, (10) can be simplified by substituting the correct value of the weight for most occurrences of the weight variable. The specific procedure is as follows:

(i) In the equation to be solved, pick one instance of one variable. After solving for that instance of the variable, replace the other instances with the correct numerical value, available by assumption (2).

(ii) In the remaining equations, replace all instances of the variable by the expression generated in (i).

Consider two successive examples of (12), to be the following:

\[17 = 5w_1w_2^2 + 4w_1w_3^2 + 3w_4^2\]  \( \tag{15} \)

\[66 = 8w_1w_2^2 + 3w_2w_3^2 + 7w_4^2\]  \( \tag{16} \)

Following rule (i), and solving for an occurrence of \( w_2 \) in (15), we have

\[w_2 = \frac{17 - 4w_1w_2^2 - 3w_4^2}{5w_1w_2^2}\]  \( \tag{17} \)

If the correct numerical value of \( w_2 \) is 1, Eq. (17) becomes

\[w_2 = \frac{17 - 4w_1 - 3w_4^2}{5w_1}\]  \( \tag{18} \)

Following rule (ii), and substituting Eq. (18) into (16), we get

\[8w_1\left[\frac{17 - 4w_1 - 3w_4^2}{5w_1}\right]^4 + 3w_2\left[\frac{17 - 4w_1 - 3w_4^2}{3w_1}\right]^5 + 7w_4^2 = 66\]  \( \tag{19} \)

At this point, (15) has been solved for \( w_2 \) and \( w_2 \) has been eliminated from (16). Hence we do not need a closed form expression for roots of Eq. (15), which is eighth degree. There are two cases.

Case 1 (The set of equations in (12) is not solvable for at least one ordered pair \((p, i)\)): If (12) has no solution, assumption (1) is disproved and the theorem is confirmed for the given dataset.

Case 2 (The set of equations in (12) has solutions for all ordered pairs \((p, i)\)): For this case, the proof continues to the second step.

The number of nonlinear equations that need to be solved is

\[PM = (N_w/M + 1)M = N_w + M.\]

So, we have \( N_w + M \) equations in \( N_w \) unknowns.

Case 2.1 (Back substitution eliminates exactly one equation and one unknown at a time): Here, we solve exactly one equation at a time and substitute its solution into the remaining equations. By the end of this back substitution procedure, we will be left with \( M \) equations and no unknowns. Hence, the network weights that are already found must satisfy the remaining \( M \) equations in order to memorize \( P = N_w/M + 1 \) distinct patterns. This in general is not possible as we shall see in Case 2.2.

Continuing, equation number \( N_w \) may be very complicated, but it will have only one unknown. For this first sub-case, there are \( M \) equations left over that cannot be solved. For this sub-case, therefore, the theorem is proved by contradiction.

Case 2.2 (In at least one back-substitution step, more than one equation is solved): Suppose that two or more equations are solved by a single back-substitution step. This means that all unknown weights and thresholds for the two equations have been eliminated, and the right-hand side of (12) is constant for both equations. Also, the desired output \( t_p \) for the second equation is TM. We now change \( t_p \) on the left-hand side of (12) for the second equation, so \( t_p \) is no longer TM. Since all the weights have been solved for in both equations, the change in the second equation’s \( t_p \) does not necessitate changes in the coefficients \( a_p \). For the second equation solved, we have a constant, \( t_p \), and an equal value of \( f_{net}(w, A) \) on the right-hand side, in (12). We now change \( t_p \) slightly so that the equation is not solved. This change does not invalidate any of the equations already successfully solved. For this second sub-case, there are again \( M \) equations left over that cannot be solved. Therefore, the theorem is proved by contradiction. \( \square \)

Now that we have proved the theorem, we can investigate the generality of the bound.

3.3. Generality of the bound

Although the type of net function used in Eq. (1) can affect the degree of Eq. (10) and the values of \( a_m \), it has no effect on the structure and validity of the proof. Therefore, we have freedom to rewrite Eq. (1) as

\[net = \sum_{k=1}^{N} |x_{jk} - w_n(j, k)| \tag{20} \]

The theorem is then valid for RBF networks. Note as well that the connectivity of the network has no effect, except to alter the actual value of \( N_w \). The theorem is therefore valid for very general feedforward networks with arbitrary connectivity.

4. Numerical results

In this section, we experimentally demonstrate the tightness of the upper bound. We generated three datasets to observe the memorization.

4.1. Dataset 1

This dataset has 15 inputs, two outputs, and \( P = 340 \) patterns. All the inputs and outputs are Gaussian random numbers with zero mean and unit standard deviation. The number of hidden
units required to memorize all the $P$ patterns according to (13) and the Theorem satisfies

$$h \geq \frac{PM - M(N + 1)}{N + M + 1} \quad (21)$$

Plugging in $P = 340$, $N = 15$ and $M = 2$, we get

$$h \geq 36 \quad (22)$$

MLP networks of different sizes were trained using the conjugate gradient algorithm [15–17,3,21,8] on the dataset. Note that this algorithm does not have any user-chosen parameters. A plot of the MSE for different network sizes is shown in Fig. 1. The plot shows the MSE for networks of different sizes starting from zero hidden units up to 50 at intervals of five. It is observed that the error curve changes dramatically from the linear network case (zero hidden units) to the neighborhood of $h = 35$ hidden units. After 40 hidden units, the change in error is negligible. In order to show the fine variation of the MSE around $h = 36$, we have tabulated the values of MSEs for $h = 33, 34, 35, 36, 37, 38$ in Table 1. Due to numerical errors, the MSE values do not go absolutely to zero at $h = 36$ hidden units. However, the relative MSE decrease is pronounced when we go from $h = 35$ to 36. This confirms that the network takes around $h = 36$ hidden units to memorize all the patterns, which agrees with the theorem. Unfortunately, the good performance of conjugate gradient on random data does not extend to the case of correlated data [17].

We repeated the experiment on two other random datasets with bigger dimension outputs.

### 4.2. Dataset 2

This dataset has $N = 10$ inputs, $M = 3$ outputs and $P = 151$ random patterns (zero-mean, unit variance Gaussian random numbers for inputs and outputs). According to the theorem, we have $h \geq 30$ hidden units. From Fig. 2, we can observe that the decrease in error is negligible after the number of hidden units reaches the described bound, which again agrees with the theorem.

### 4.3. Dataset 3

This dataset has $N = 25$ inputs, $M = 5$ outputs and $P = 150$ random patterns. According to the theorem, we have $h \geq 20$ hidden units. Fig. 3 gives the plot of MSE versus number of hidden units. Again the point at which the MSE value becomes small matches with the theoretical bound.

### 5. Conclusions

We have developed a simple proof of an upper bound on the storage capacity of feedforward networks, with arbitrary finite hidden unit activation functions, including MLP and RBF networks. Since the upper bound is in terms of weights rather than hidden units, it applies even when the network has arbitrary connectivity. The validity and tightness of the upper bound has been demonstrated for a few examples with random patterns.
Many more examples should be tried before we can be confident that the bound is always tight.
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