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Abstract

Conjugate Gradient (CG) method is often used to solve a positive definite linear system $Ax = b$. Existing bounds suggest that the residual of the $k$th approximate solution by CG goes to zero like $[(\sqrt{\kappa} - 1)/(\sqrt{\kappa} + 1)]^k$, where $\kappa \equiv \kappa(A) = \|A\|_2\|A^{-1}\|_2$ is $A$’s spectral condition number. It is well-known that for a given positive definite linear system, CG may converge (much) faster, known as superlinear convergence. The question is “do the existing bounds tell the correct convergence rate in general?” An affirmative answer is given here by examples whose CG solutions have errors comparable to the error bounds for all $k$.

A similar question for the convergence rate of Lanczos algorithm for symmetric eigenvalue problems is addressed and answered firmly, too. Conceivably examples devised here may be good testing problems for linear system and eigensystem solvers.

1 Introduction

Krylov subspace projection methods are widely used for large scale matrix computations because they typically require just matrix-vector products to extract enough information to compute desired solutions. Two particular popular and efficient ones for Hermitian matrices are Conjugate Gradient (CG) method for positive definite linear system $Ax = b$ and Lanczos algorithm for symmetric eigenvalue problem $Ax = \lambda x$. Both have well-established convergence theories to go with them in terms of error bounds indicating how fast the computed solutions converge to the desired ones. These bounds usually underestimate the speed of convergence, however. In practice, often the observed convergence is (much) faster than these error bounds suggest. This paper investigates the attainability of these bounds in general.

Consider positive definite linear system $Ax = b$, where $A$ is $n$-by-$n$ and Hermitian positive definite and $b$ is a vector of dimension $n$. In exact mathematics, the $k$th approximate solution $x_k$ by CG is the optimal one in the sense that [3]

$$\|r_k\|_{A^{-1}} = \min_{x \in K_k} \|b - Ax\|_{A^{-1}},$$

where $r_k = b - Ax_k$, $K_k \equiv K_k(A, b)$ is the $k$th Krylov subspace of $A$ on $b$ defined as

$$K_k \equiv K_k(A, b) \overset{\text{def}}{=} \text{span}\{b, Ab, \ldots, A^{k-1}b\},$$

where $\kappa \equiv \kappa(A)$ is $A$’s spectral condition number. It is well-known that for a given positive definite linear system, CG may converge (much) faster, known as superlinear convergence. The question is “do the existing bounds tell the correct convergence rate in general?” An affirmative answer is given here by examples whose CG solutions have errors comparable to the error bounds for all $k$.

A similar question for the convergence rate of Lanczos algorithm for symmetric eigenvalue problems is addressed and answered firmly, too. Conceivably examples devised here may be good testing problems for linear system and eigensystem solvers.
Consider $A = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n)$ and $b$ the vector of all ones — Ratios of (1.3) over the actual residuals for equidistant or random distributed $\lambda_j$’s

and $A^{-1}$-vector norm $\|z\|_{A^{-1}} = z^* A^{-1} z$. Here the superscript “$^*$” takes conjugate transpose. In practice, $x_k$ is computed recursively from $x_{k-1}$ via short term recurrences [3, 5, 6, 18].

CG always converges for positive definite $A$. In fact with $x_0 = 0$ (and thus $r_0 = b$), we have the following error bound due to Meinardus [14] (see also [3, 6, 18]):

$$\frac{\|r_k\|_{A^{-1}}}{\|r_0\|_{A^{-1}}} = \min_{x \in \mathbb{R}^n} \frac{\|b - Ax\|_{A^{-1}}}{\|r_0\|_{A^{-1}}} \leq 2 \left( \frac{\Delta^k_\kappa + \Delta^{-k}_\kappa}{\Delta^\kappa_\kappa} \right)^{-1},$$

(1.3)

where $\kappa \equiv \kappa(A) = \|A\|_2 ||A^{-1}\|_2$ is the spectral condition number, generic notation $\| \cdot \|_2$ is for either the spectral norm (the largest singular value) of a matrix or the euclidian length of a vector, and

$$\Delta_t \equiv \frac{\sqrt{t} + 1}{\sqrt{t} - 1} \quad \text{for } t > 0$$

(1.4)

that will be used frequently later for different $t$. The right-hand side of (1.3) is in fact $T_k(1 + 2\kappa)$, where $T_k$ is the $k$th Chebyshev polynomial of the first kind; more in Section 2. But CG may converge much faster than this bound indicates for a given linear system, for example, when $A$ has only two different eigenvalues, $r_k \equiv 0$ for $k \geq 2$. Then naturally one may ask: how good is this bound in general? or, does (1.3) always overestimate the speed of convergence substantially? or,

$$\text{is } \sup_{\kappa \leq \delta^{-1}} \max_{1 \leq k \leq n-1} 2 \left[ \Delta^k_\delta + \Delta^{-k}_\delta \right]^{-1} \left( \frac{\|r_k\|_{A^{-1}}}{\|r_0\|_{A^{-1}}} \right) \text{ modestly bounded?}$$

(1.5)

Consider $A = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n)$ and $b$ the vector of all ones, where $\lambda_j \in [\delta, 1]$ either randomly or equidistantly distributed on the interval. Figure 1.1 plot the ratios of residual bounds by (1.3) over the actual residuals. What it shows is that initially for small $k$, bounds by (1.3) are good indications of actual residuals, but as $k$ becomes larger and larger, this bound overestimates the actual ones too much to be of any use. Is the phenomena in Figure 1.1 representative? Often this is what people observed [20], known as superlinear convergence. In [14], Meinardus gave an incomplete answer to (1.3) by devising an $n \times n$ positive
definite linear system $Ax = b$ for which
\[
\|r_{n-1}\|_A^{-1} = 2 \left[ \Delta_k^{n-1} + \Delta_k^{-(n-1)} \right]^{-1},
\]
but without saying anything about all other $1 \leq k < n - 1$. Kaniel [9] later offered an existence proof of this result. One of our main contributions of this paper is to show
\[
\text{There is a positive linear system } Ax = b \text{ with } \kappa(A) \leq \delta^{-1}
\]
for which the residual of the $k$th CG approximations is comparable to $2 \left[ \Delta_k^k + \Delta_k^{-k} \right]^{-1}$ for all $1 \leq k < n$.\]

Thus the existing bound (1.3) tells the correct rate of convergence for CG in general. Without knowing any additional property for a given positive definite linear system it cannot be substantially improved.

A theory of Kaniel [9] and Saad [17] established similar error bounds on the computed eigenvectors and eigenvalues by Lanczos algorithm on Hermitian matrices, too. Their bounds often suggest slower speed of convergence than the observed rate, also known as superlinear convergence [7, 22]. A similar question to what we ask to CG arises, too, and will be answered firmly by a conclusion like (1.6) to CG.

The rest of this paper is organized as follows. Section 2 derives a decomposition (essentially a QR decomposition) of a Vandermonde matrix with translated Chebyshev zero nodes. A minimization problem whose solution is the key to our main results here is proposed and solved in Section 3. Section 4 presents a result that show the existing error bounds for CG is sharp in general, modulo a modest factor. For similarity reason, the result is stated with applicability to MINRES for positive definite systems, too. In Section 5, we comment on why MINRES could be very slow. Section 6 investigates the sharpness of the existing error bounds for symmetric Lanczos algorithm. Finally concluding remarks are given in Section 7.

**Notation.** Throughout this paper, $\mathbb{C}^{n \times m}$ is the set of all $n \times m$ complex matrices, $\mathbb{C}^n = \mathbb{C}^{n \times 1}$, and $\mathbb{C} = \mathbb{C}^1$. Similarly define $\mathbb{R}^{n \times m}$, $\mathbb{R}^n$, and $\mathbb{R}$ except replacing the word complex by real. $I_n$ (or simply $I$ if its dimension is clear from the context) is the $n \times n$ identity matrix, and $e_j$ is its $j$th column. The superscript \"\*\" takes conjugate transpose while \"\^\\" takes transpose only. We shall also adopt MATLAB-like convention to access the entries of vectors and matrices. $i : j$ is the set of integers from $i$ to $j$ inclusive and $i : i = \{i\}$. For vector $u$ and matrix $X$, $u_{(j)}$ is $u$’s $j$th entry, $X_{(i,j)}$ is $X$’s $(i,j)$th entry, $\text{diag}(u)$ is the diagonal matrix with $(\text{diag}(u))_{(j,j)} = u_{(j)}$; $X$’s submatrices $X_{(k:\ell,:j)}$, $X_{(k:\ell,:)}$, and $X_{(:,i:j)}$ consists of intersections of row $k$ to row $\ell$ and column $i$ to column $j$, row $k$ to row $\ell$, and column $i$ to column $j$, respectively. For $t > 0$ and integer $k \geq 1$,
\[
\Xi_{t,k} \overset{\text{def}}{=} 2 + \sum_{j=1}^{k-1} \left( \Delta_t^j + \Delta_t^{-j} \right)^2 = 2(k - 1) + \frac{\Delta_t^{2k} - 1}{\Delta_t^2 - 1} + \frac{1 - \Delta_t^{-2k}}{1 - \Delta_t^{-2}}. \quad (1.7)
\]
2 Vandermonde matrix with translated Chebyshev zero nodes

Given \( n \) numbers \( \alpha_1, \alpha_2, \cdots, \alpha_n \) called nodes, the associated Vandermonde Matrix is defined as

\[
V_n \overset{\text{def}}{=} \begin{pmatrix}
1 & 1 & \cdots & 1 \\
\alpha_1 & \alpha_2 & \cdots & \alpha_n \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_1^{n-1} & \alpha_2^{n-1} & \cdots & \alpha_n^{n-1}
\end{pmatrix},
\]  

and we also set \( V_{k,n} \) to be its submatrices consisting of its first \( k \) rows:

\[
V_{k,n} \equiv (V_n)_{(1:k,\cdot)}.
\]

At their later occurrences, nodes \( \alpha_j \) will be explicitly specified. It is perhaps one of the best known structural matrices, and notoriously ill-conditioned for real nodes \( \alpha_j \). Recently various asymptotically optimal lower bounds on its condition number were obtained [1, 13]. As by-products, it is shown that Vandermonde matrices whose nodes are zeros of (translated) Chebyshev polynomials are nearly optimally conditioned among real Vandermonde matrices with nodes on symmetric intervals or nonnegative intervals.

In most part of this paper, \( V_n \)'s nodes are the zeros of (translated) Chebyshev polynomials, too. Let

\[
T_n(t) = \cos(n \arccos t) \quad \text{for } |t| \leq 1,
\]

\[
= \frac{1}{2} \left( t + \sqrt{t^2 - 1} \right)^n + \frac{1}{2} \left( t - \sqrt{t^2 - 1} \right)^n \quad \text{for } |t| \geq 1
\]

which is the \( n \)th Chebyshev polynomial of the 1st kind. It frequently shows up in numerical analysis and computations because of its numerous nice properties, for example \( |T_n(t)| \leq 1 \) for \( |t| \leq 1 \) and \( |T_n(t)| \) grows extremely fast for \( |t| > 1 \). Later we will need

\[
\left| T_n \left( \frac{1 + t}{1 - t} \right) \right| = \left| T_n \left( \frac{t + 1}{t - 1} \right) \right| = \frac{1}{2} \left[ \Delta_t^n + \Delta_t^{-n} \right] \quad \text{for } 1 \neq t > 0.
\]

The first equality holds because that \( T_n(-t) = (-1)^n T_n(t) \). We shall prove the 2nd equality for \( 0 < t < 1 \) only and a proof for \( t > 1 \) is similar. For \( 0 < t < 1 \), we have

\[
\frac{1 + t}{1 - t} + \sqrt{\left( \frac{1 + t}{1 - t} \right)^2 - 1} = \frac{1 + t + 2\sqrt{t}}{1 - t} = \frac{1 + \sqrt{t}}{1 - \sqrt{t}} = \Delta_t,
\]

which proves (2.5) for \( 0 < t < 1 \).

Given two real numbers \( \alpha < \beta \), and therefore an interval \([\alpha, \beta]\). Define

\[
\omega = \frac{\beta - \alpha}{2} > 0, \quad \tau = -\frac{\alpha + \beta}{\beta - \alpha}.
\]

Then the linear transformation

\[
t(x) = \frac{x}{\omega} + \tau = \frac{2}{\beta - \alpha} \left( x - \frac{\alpha + \beta}{2} \right)
\]
maps \( x \in [\alpha, \beta] \) one-to-one and onto \( t \in [-1, 1] \). The inverse transformation is \( x(t) = \omega(t - \tau) \).

The \( n \)th Translated Chebyshev Polynomial in \( x \) of degree \( n \) is defined by

\[
T_n(x; \omega, \tau) \overset{\text{def}}{=} T_n(x/\omega + \tau),
\]

\[
= a_{nn}x^n + a_{n-1}x^{n-1} + \cdots + a_{1n}x + a_{0n},
\]

(2.8)

(2.9)

where \( a_{jn} \equiv a_{jn}(\omega, \tau) \) are functions of \( \omega \) and \( \tau \) in (2.6). Their explicit dependence on \( \omega \) and \( \tau \) is often suppressed for convenience. Define

Chebyshev zero nodes: \( t_{jn} = \cos \theta_{jn}, \theta_{jn} = \frac{2j-1}{2n} \pi, 1 \leq j \leq n, \) \hspace{1cm} (2.10)

translated Chebyshev zero nodes: \( t_{jn}^\tau = \omega(t_{jn} - \tau), 1 \leq j \leq n. \) \hspace{1cm} (2.11)

It can be seen that \( t_{jn} \) \((1 \leq j \leq n)\) are the zeros of \( T_n(t) \), while \( t_{jn}^\tau \) \((1 \leq j \leq n)\) are the zeros of \( T_n(x; \omega, \tau) \). Define upper triangular \( R_n \in \mathbb{R}^{n \times n} \), a matrix-valued function in \( \omega \) and \( \tau \),

\[
R_n \equiv R_n(\omega, \tau) \overset{\text{def}}{=} \begin{pmatrix}
    a_{00} & a_{01} & a_{02} & \cdots & a_{0n-1} \\
    a_{11} & a_{12} & \cdots & a_{1n-1} \\
    a_{22} & \cdots & a_{2n-1} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{n-1} & \cdots & \cdots & a_{n-1}n-1
\end{pmatrix},
\]

(2.12)

i.e., the \( j \)th column consists of the coefficients of \( T_{j-1}(x; \omega, \tau) \).

In the rest of this section, \( V_n \) will have the translated Chebyshev zero nodes \( \alpha_j = t_{jn}^\tau \) \((1 \leq j \leq n)\). It can be seen that

\[
V_n^T R_n = T_n \overset{\text{def}}{=} \begin{pmatrix}
    T_0(t_{1n}) & T_1(t_{1n}) & T_2(t_{1n}) & \cdots & T_{n-1}(t_{1n}) \\
    T_0(t_{2n}) & T_1(t_{2n}) & T_2(t_{2n}) & \cdots & T_{n-1}(t_{2n}) \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    T_0(t_{nn}) & T_1(t_{nn}) & T_2(t_{nn}) & \cdots & T_{n-1}(t_{nn})
\end{pmatrix}.
\]

(2.13)

We claim that

\[
T_n^T T_n = (n/2) \text{ diag}(2, 1, 1, \ldots, 1).
\]

(2.14)

The orthogonality among the columns of \( T_n \) is a well-know fact, as the result of Gaussian quadrature formula. But we need the diagonal entries of \( T_n^T T_n \) as well. To this end, we notice \( (T_n)_{(i,j+1)} = T_j(t_{in}) = \cos j\theta_i = \cos \frac{j(2i-1)}{2n} \pi \), and therefore for \( 0 \leq i, j \leq n - 1 \)

\[
(T_n^T T_n)_{(i+1,j+1)} = \sum_{k=1}^{n} (T_n^T)_{(i+1,k)} (T_n)_{(k,j+1)}
\]

\[
= \sum_{k=1}^{n} T_i(t_{kn}) T_j(t_{kn})
\]

\[
= \sum_{k=1}^{n} \cos i\theta_{kn} \cos j\theta_{kn}
\]

\[
= \frac{1}{2} \sum_{k=1}^{n} \cos (i + j)\theta_{kn} + \frac{1}{2} \sum_{k=1}^{n} \cos (i - j)\theta_{kn}.
\]

(2.15)
We now compute \( \sum_{k=1}^{n} \cos \ell \theta_{kn} \), where \( \ell \) is an integer. We claim that
\[
\sum_{k=1}^{n} \cos \ell \theta_{kn} = \begin{cases} 
  n, & \text{for } \ell = 0 \\
  0, & \text{otherwise.} 
\end{cases}
\] (2.16)

The case \( \ell = 0 \) is clear. Assume that \( \ell \neq 0 \) for now. Denote \( \iota = \sqrt{-1} \) and \( \phi = \ell \pi/(2n) \). We have
\[
2 \sum_{k=1}^{n} \cos \ell \theta_{kn} = 2 \sum_{k=1}^{n} \cos(2k-1)\phi = \sum_{k=1}^{n} \left[ e^{i(2k-1)\phi} + e^{-i(2k-1)\phi} \right] \\
= e^{i\phi} \sum_{k=1}^{n} \left[ e^{i2\phi} \right]^{k-1} + e^{-i\phi} \sum_{k=1}^{n} \left[ e^{-i2\phi} \right]^{k-1} \\
= e^{i\phi} \frac{1 - \left( e^{i2\phi} \right)^{n}}{1 - e^{i2\phi}} + e^{-i\phi} \frac{1 - \left( e^{-i2\phi} \right)^{n}}{1 - e^{-i2\phi}} \\
= e^{i\phi} \frac{1 - e^{i2n\phi}}{1 - e^{i2\phi}} + e^{-i\phi} \frac{1 - e^{-i2n\phi}}{1 - e^{-i2\phi}}.
\]

Now if \( \ell \) is odd, then \( e^{\pm i2n\phi} = e^{\mp i\ell \pi} = -1 \) and thus
\[
2 \sum_{k=1}^{n} \cos \ell \theta_{kn} = e^{i\phi} \frac{1}{1 - e^{i2\phi}} + e^{-i\phi} \frac{1}{1 - e^{-i2\phi}} = 0;
\]
if \( \ell \neq 0 \) is even, then \( e^{\pm i2n\phi} = e^{\pm i\ell \pi} = 1 \) and thus \( \sum_{k=1}^{n} \cos \ell \theta_{kn} = 0 \), too. (2.14) is a consequence of (2.15) and (2.16).

Equation (2.13) yields \( V_{n}^{T} = T_{n}R_{n}^{-1} \) which essentially gives a QR decomposition for \( V_{n}^{T} \) after normalizing \( T_{n} \)'s columns to have unit norm. Extracting the first \( k \) columns from both sides of \( V_{n}^{T} = T_{n}R_{n}^{-1} \) yields the following theorem.

**Theorem 2.1** Let \( V_{n} \) have the translated Chebyshev zero nodes \( \alpha_{j} = \iota_{jn} \) \((1 \leq j \leq n)\) on \([\alpha, \beta]\), and let upper triangular \( R_{k} \) be defined as in (2.12) with \( n \) replaced by \( k \) and \( T_{n} \) as in (2.13). Then \( V_{k,n}^{T} = (T_{n})_{(1:k)}R_{k}^{-1} \).

3 **A minimization problem**

Any normal matrix \( A \) admits the following eigen-decomposition:
\[
A = U\Lambda U^{*}, \quad U^{*}U = I_{n}, \quad \Lambda = \text{diag}(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}).
\] (3.1)

For CG, \( A \) is Hermitian positive definite and thus all \( \lambda_{j} > 0 \), and
\[
\min_{x \in K_{k}} \|b - Ax\|_{A^{-1}} = \min_{\phi_{k}(0) = 1} \|\phi_{k}(A)b\|_{A^{-1}} \\
= \min_{\phi_{k}(0) = 1} \|\phi_{k}(\Lambda)\Lambda^{-1/2}U^{*}b\|_{2} \\
= \min_{|u_{(1)}| = 1} \|\text{diag}(g)V_{k+1,n}u\|_{2},
\] (3.2)
where $\phi_k(t)$ is a polynomial of degree $k$, $g = \Lambda^{-1/2}U^*b$, $u \in \mathbb{C}^{k+1}$, and $\alpha_j = \lambda_j$ ($1 \leq j \leq n$) for $V_{k+1,n}$. In general for normal $A$, including MINRES proposed in [15] for possibly indefinite Hermitian $A$,

$$
\min_{x \in k_k} \| b - Ax \|_2 = \min_{\phi_k(0)=1} \| \phi_k(A)b \|_2 = \min_{\phi_k(0)=1} \| \phi_k(\Lambda)U^*b \|_2 = \min_{\| u \|_2=1} \| \text{diag}(g) V_{k+1,n}^T u \|_2, \tag{3.3}
$$

where $g = U^*b$. Therefore the convergence analysis for both CG and MINRES ends up essentially with bounding $\min_{\| u \|_2=1} \| \text{diag}(g) V_{k+1,n}^T u \|_2$, where $g \in \mathbb{C}^{n}$, $u \in \mathbb{C}^{k+1}$.

In the rest of this section, we shall study minimization problem

$$
\min_{\| u \|_2=1} \| \text{diag}(g) V_{k+1,n}^T u \|_2. \tag{3.4}
$$

Here for convenience, $k + 1$ is relabelled as $k$, comparing to (3.2) and (3.3). Recall that nodes of $V_{k,n}$ are $\alpha_j$’s and they are $A$’s eigenvalues for CG and MINRES. We also need the concept of pseudo-inverse. Let $X \in \mathbb{C}^{n \times m}$ have singular value decomposition (SVD) $X = W\Sigma V^*$, where $W \in \mathbb{C}^{n \times n}$ and $V \in \mathbb{C}^{m \times m}$ are unitary, and $\Sigma = \text{diag}(\sigma_1, \sigma_2, \ldots)$. The Moore-Penrose inverse $X^\dagger \in \mathbb{C}^{n \times m}$ is defined as $X^\dagger \defeq V\Sigma^\dagger W^*$, where $\Sigma = \text{diag}(\sigma_1^\dagger, \sigma_2^\dagger, \ldots)$ and $\sigma_j^\dagger$ is $\sigma_j^{-1}$ if $\sigma_j \neq 0$ and $0$ otherwise. It is known that $P_X \defeq XX^\dagger$ is the orthogonal projector onto span($X$) [21].

**Theorem 3.1** For $Z \in \mathbb{C}^{n \times m}$,

$$
\min_{\| u \|_2=1} \| Zu \|_2 = \left\| (I - P_{Z_{(\cdot,2:m)}Z_{(\cdot,1)}})Z_{(\cdot,1)} \right\|_2 \quad \text{always,} \tag{3.5}
$$

$$
= \| e_1^T Z^\dagger \|_2^{-1} = [e_1^T(Z^*Z)^{-1}e_1]^{-1/2} \quad \text{if rank}(Z) = m. \tag{3.6}
$$

The min is achieved at $u_{\text{opt}} = (1 - Z_{(\cdot,2:m)}Z_{(\cdot,1)})^T$ and is $(Z^*Z)^{-1}e_1/e_1^T(Z^*Z)^{-1}e_1$ if rank($Z$) = $m$.

**Proof:** (3.5) is a result of re-interpreting $\min_{\| u \|_2=1} \| Zu \|_2$ as a linear least squares problem.

We now prove (3.6). Set $v = Zu$. Since $Z$ has full column rank, $Z^\dagger = (Z^*Z)^{-1}Z^*$ and thus $u = Z^\dagger v$. This gives a one-one and onto mapping between $u \in \mathbb{C}^{m}$ and the column space $v \in \text{span}(Z)$. Now

$$
\min_{\| u \|_2=1} \| Zu \|_2 = \min_{u} \frac{\| Zu \|_2}{\| u \|_2} = \min_{v \in \text{span}(Z)} \frac{\| v \|_2}{\| e_1^T Z^\dagger v \|_2} \geq \min_{v} \frac{\| v \|_2}{\| e_1^T Z^\dagger v \|_2} = \| e_1^T Z^\dagger \|_2^{-1}, \tag{3.7}
$$

where the last min is achieved at $v_{\text{opt}} = (e_1^T Z^\dagger)^* = Z(Z^*Z)^{-1}e_1 \in \text{span}(Z)$ which implies the “$\geq$” in (3.7) is actually an equality, and $u_{\text{opt}} = Z^\dagger v_{\text{opt}}/e_1^T Z^\dagger v_{\text{opt}}$. Finally if rank($Z$) = $m$, $Z^\dagger = (Z^*Z)^{-1}Z^*$ and thus

$$
\| e_1^T Z^\dagger \|_2 = \sqrt{e_1^T Z^\dagger(Z^\dagger)^*e_1} = \sqrt{e_1^T(Z^*Z)^{-1}e_1}.
$$

This completes the proof.
Remark 3.1 It can be seen that for any nonsingular $D \in \mathbb{C}^{m \times m}$ whose 1st row is $e_1^T$,

$$\min_{|u_{(1)}|=1} \| ZD u \|_2 = \min_{|u_{(1)}|=1} \| Zu \|_2. \tag{3.8}$$

In particular (3.8) holds for any diagonal $D$ with $D_{(1,1)} = 1$. Theorem 3.1 can be easily modified for minimization subject to $|u_{(j)}| = 1$ for any given $1 \leq j \leq m$. Detail is omitted.

Theorem 3.2 In this theorem $\alpha$'s are not necessarily real. We have

$$\min_{|u_{(1)}|=1} \| \diag(g) V_{k,n}^T u \|_2 = \left\| \left( I - P_{\diag(g)} (V_{k,n}^T)_{(:,2:k)} \right) \diag(g) (V_{k,n}^T)_{(:,1)} \right\|_2. \tag{3.9}$$

If, addition, $g$ has no zero entries and all $\alpha_j \neq 0$, then

$$\min_{|u_{(1)}|=1} \| \diag(g) V_{k,n}^T u \|_2 = \left\{ \begin{array}{ll} 0, & \text{if less than } k \text{ distinct values among all } \alpha_j, \\ \| e_1^T Z \|_2^{-1}, & \text{otherwise}, \end{array} \right. \tag{3.10}$$

where $Z = \diag(g) V_{k,n}^T$.

Proof: (3.9) is a direct consequence of (3.5). We now prove (3.10). Suppose there are $\ell$ distinct values $\alpha_1, \alpha_2, \ldots, \alpha_\ell$ among all $\alpha_j$. When $\ell < k$, let $v \in \mathbb{C}^k$ whose entries $v_{(j)}$ are the coefficients of $t^{\ell-1}$ in the polynomial $\prod_{j=1}^\ell (t - \alpha_j)$. Then $v_{(1)} = (1)^\ell \prod_{j=1}^\ell \alpha_j \neq 0$ and $\diag(g) V_{k,n}^T v = 0$. Hence

$$\min_{|u_{(1)}|=1} \| \diag(g) V_{k,n}^T u \|_2 \leq \| \diag(g) V_{k,n}^T v \|_2 / |v_{(1)}| = 0.$$

Consider now $\ell \geq k$. Then $V_{k,n}$ has a submatrix that is a $k \times k$ Vandermonde matrix with distinct nodes and thus nonsingular; therefore $V_{k,n}$ has full column rank, so does $Z = \diag(g) V_{k,n}^T$ since $g$ has no zero entries. Apply Theorem 3.1 to complete the proof. \hfill $\blacksquare$

Theorem 3.2, combined with (3.2) and (3.3), yield exact formulas of the residuals for CG and MINRES approximations. But such formulas are not very practical and perhaps only useful for theoretical understanding because in practice it is unlikely that the eigen-decomposition (3.1) is known. Nevertheless often estimates to min $\lambda_j$ and max $\lambda_j$, and consequently to $\kappa = \max_j \lambda_j / \min_j \lambda_j$ are available for positive definite $A$. Therefore bounds on $\min_{|u_{(1)}|=1} \| \diag(g) V_{k,n}^T u \|_2$ in terms of $\kappa$ can be potentially useful. We shall do so now.

Theorem 3.3 Assume all $\alpha_j > 0$, and let $\kappa = \max_j \alpha_j / \min_j \alpha_j$. Then

$$\min_{|u_{(1)}|=1} \| \diag(g) V_{k,n}^T u \|_2 \leq 2 \| g \|_2 \left[ \Delta \kappa^{-1} + \Delta \kappa^{-(k-1)} \right]^{-1}. \tag{3.11}$$

Proof: In view of Remark 3.1, we assume max $\alpha_j = 1$ and min $\alpha_j = \delta > 0$ (and thus $\kappa = 1/\delta$). For $\omega$ and $\tau$ in (2.6) with $[\alpha, \beta] = [\delta, 1]$, $|T_{k-1}(\alpha_j / \omega + \tau)| \leq 1$. Let $v \in \mathbb{R}^k$ with $v_{(j)} = a_j^{-1} k^{-1}(\omega, \tau)$ as defined in (2.9). Then

$$\min_{|u_{(1)}|=1} \| \diag(g) V_{k,n}^T u \|_2 \leq \| \diag(g) V_{k,n}^T v \|_2 / |v_{(1)}|$$

$$= \left[ \sum_{j=1}^n |g_{(j)} T_{k-1}(\alpha_j / \omega + \tau)|^2 / |T_{k-1}(\tau)| \right]^{1/2} \leq \| g \|_2 / |T_{k-1}(\tau)|,$$
as expected, upon noticing (2.5) and \( \tau = (\delta + 1)/(\delta - 1) \).

Theorem 3.3 is not new. In fact it is the well-known error bound (1.3) in disguise. We re-prove it here for completeness and because the proof is short.

**Theorem 3.4** Let \( 0 < \alpha < \beta \), and let \( \alpha_j \)'s be the translated Chebyshev zero nodes \( t_{jn}^{\alpha} \) on \( [\alpha, \beta] \), as defined in (2.11). Then

\[
\min_{|u_1| = 1} \frac{\|V_{k,n}^T u\|_2}{\sqrt{n}} = \sqrt{\frac{2}{\Xi_{\delta,k}}}, \quad (3.12)
\]

where \( \delta = \alpha/\beta \), \( \Xi_{\delta,k} \) is defined as in (1.4) and (1.7). When the min is achieved,

\[
u_{\text{opt}} = \frac{4}{\Xi_{\delta,k}} R_k \begin{pmatrix} \frac{1}{2}T_0(\tau) \\ T_1(\tau) \\ \vdots \\ T_k(\tau) \end{pmatrix}, \quad V_{k,n}^T \nu_{\text{opt}} = \frac{4}{\Xi_{\delta,k}} (T_n(\cdot,1:k)) \begin{pmatrix} \frac{1}{2}T_0(\tau) \\ T_1(\tau) \\ \vdots \\ T_k(\tau) \end{pmatrix}.
\]

For \( g \in \mathbb{C}^n \), we have

\[
\frac{\sqrt{n} \min_j |g(j)|}{\|g\|_2} \sqrt{\frac{2}{\Xi_{\delta,k}}} \leq \min_{|u_1| = 1} \frac{\|\text{diag}(g) V_{k,n}^T u\|_2}{\|g\|_2} \leq \frac{\sqrt{n} \max_j |g(j)|}{\|g\|_2} \sqrt{\frac{2}{\Xi_{\delta,k}}}.
\]

**Proof:** Since \( V_{k,n}^T \) has full column rank, by Theorem 3.1,

\[
\min_{|u_1| = 1} \|V_{k,n}^T u\|_2^2 = \left[ c_1^T (V_{k,n}V_{k,n}^T)^{-1} c_1 \right]^{-1/2}.
\]

By Theorem 2.1, we have

\[
V_{k,n} V_{k,n}^T = R_k^{-T} \left[ (T_n(\cdot,1:k))^T (T_n(\cdot,1:k)) \right] R_k^{-1} = R_k^{-T} (T_n T_n^T)^{(1,1:k)} R_k^{-1} = (n/2) R_k^{-T} \text{diag}(2,1,1,\ldots,1) R_k^{-1},
\]

\[
(V_{k,n} V_{k,n}^T)^{-1} = (2/n) R_k \text{diag}(2^{-1},1,1,\ldots,1) R_k^T,
\]

\[
c_1^T (V_{k,n} V_{k,n}^T)^{-1} c_1 = \frac{1}{n} a_{00} + \frac{2}{n} \sum_{j=1}^{k-1} a_{0j}.
\]

where \( a_{0j} \equiv a_{0j}(\omega, \tau) \) as in (2.9) is the constant term of \( T_j(x/\omega + \tau) \) and therefore, by (2.5), \( |a_{0j}| = |T_j(\tau)| = \frac{1}{2} \left[ \Delta_\delta^j + \Delta_{\delta}^{-j} \right] \). Hence

\[
c_1^T (V_{k,n} V_{k,n}^T)^{-1} c_1 = \frac{1}{2n} \left[ 2 + \sum_{j=1}^{k-1} \left( \Delta_\delta^j + \Delta_{\delta}^{-j} \right) \right] = \frac{\Xi_{\delta,k}}{2n},
\]

which, together with (3.14), complete the proof of (3.12). (3.13) follows from

\[
\min_j |g(j)| \min_{|u_1| = 1} \|V_{k,n}^T u\|_2 \leq \min_{|u_1| = 1} \|\text{diag}(g) V_{k,n}^T u\|_2 \leq \max_j |g(j)| \min_{|u_1| = 1} \|V_{k,n}^T u\|_2.
\]
An immediate consequence of Theorem 3.3 for the $V_{k,n}$ in Theorem 3.4 is
\[
\sqrt{\frac{2}{\Xi_{\delta,k}}} = \min_{|u^{(1)}|=1} \frac{\|V_{k,n}^T u\|_2}{\sqrt{n}} \leq 2 \left[ \Delta_{\delta}^{k-1} + \Delta_{\delta}^{-(k-1)} \right]^{-1}.
\] (3.16)

Let us see how tight this upper bound is. We have
\[
\begin{align*}
\text{RHS of (3.16)} & \leq \sqrt{2} \left[ 3(k-1) + 1 + \frac{\Delta_{\delta}^{2(k-1)}}{\Delta_{\delta}^{-1}} \right]^{1/2}, \\
\text{LHS of (3.16)} & \leq \sqrt{2} \left[ 3(k-1) + 1 + \frac{\Delta_{\delta}^2}{\Delta_{\delta}^{-2}} \right]^{1/2}, \\
\text{RHS of (3.16)} & \rightarrow \sqrt{2} \frac{\Delta_{\delta}}{\sqrt{\Delta_{\delta}^2 - 1}} = \frac{1 + \sqrt{\delta}}{\sqrt{2} \sqrt{\delta}} \text{ as } k \to \infty.
\end{align*}
\]

At the left of Figure 3.1, this ratio is plotted for $1 \leq k-1 \leq 49$ for $\delta = 10^{-1}$ and $10^{-2}$, respectively. Notice the ratio quickly converges to
\[
1 + \sqrt{\frac{\delta}{2 \sqrt{\delta}}} = \left\{ \begin{array}{ll}
1.655068794066460 & \text{for } \delta = 10^{-1}, \\
2.459674775249768 & \text{for } \delta = 10^{-2}.
\end{array} \right.
\] (3.17)

Also plotted at the right of Figure 3.1 are the ratios of upper bounds by $2 \left[ \Delta_{\delta}^{k-1} + \Delta_{\delta}^{-(k-1)} \right]^{-1}$ over the actual quantities $\min_{|u^{(1)}|=1} \frac{\|\text{diag}(g) V_{k,n}^T u\|_2}{\|g\|_2}$, where $g$ is randomly chosen and the nodes for $V_{k,n}$ are the translated Chebyshev zero nodes on the indicated interval. It shows that the existing upper bound is still pretty good for the case, too, as guaranteed by (3.13).

**Corollary 3.1** Let $0 < \delta < 1$, and $\Delta_{\delta}$ and $\Xi_{\delta,k}$ as defined as in (1.4) and (1.7). Then
\[
\sqrt{\frac{2}{\Xi_{\delta,k}}} \leq \sup_{\alpha_j \in [\delta,1]} \min_{|u^{(1)}|=1} \frac{\|V_{k,n}^T u\|_2}{\sqrt{n}} \leq 2 \left[ \Delta_{\delta}^{k-1} + \Delta_{\delta}^{-(k-1)} \right]^{-1}.
\] (3.18)

The next theorem will be used later to construct an indefinite system for which MINRES converges extremely slow.

**Theorem 3.5** Let $0 < \alpha < \beta$, and let $\alpha_j$'s be the translated Chebyshev zero nodes $t^r_{jn}$ on $[\alpha, \beta]$, as defined in (2.11). Then
\[
\min_{|u^{(1)}|=1} \frac{\|V_{k,n}^T u\|_2}{\sqrt{n}} = \Phi_{k,\delta} \overset{\text{def}}{=} \left[ 1 + 2 \sum_{j=1}^{k-1} (\cos j \theta_{\delta})^2 \right]^{-1/2},
\] (3.19)

where $\theta_{\delta} \overset{\text{def}}{=} \arccos \frac{1-\delta}{1+\delta}$, $\delta = \min\{\alpha, \beta\} / \max\{\alpha, \beta\}$. For $g \in \mathbb{C}^n$, we have
\[
\sqrt{n} \min_{|u^{(1)}|=1} \left[ \frac{1}{\Phi_{k,\delta}} \right] \frac{\|V_{k,n}^T u\|_2}{\|g\|_2} \leq \min_{|u^{(1)}|=1} \frac{\|\text{diag}(g) V_{k,n}^T u\|_2}{\|g\|_2} \leq \sqrt{n} \max_{|u^{(1)}|=1} \left[ \frac{1}{\Phi_{k,\delta}} \right] \frac{\|g\|_2}{\|g\|_2}. \] (3.20)
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Figure 3.1: Ratios of \(2^{\left(\Delta_k^{k-1} + \Delta_k^{(k-1)}\right)}^{-1}\) over min\(|u(1)|\)=1 \(\|\text{diag}(V_k)u\|_2/\|g\|_2\) for \(V_k\), with translated Chebyshev zero nodes on \([\delta, 1]\); Left: \(g\) is the vector of all ones; Right: unit random \(g\).

Proof: It is very much like the proof of Theorem 3.4, except noticing \(|a_0|=|T_0(\tau)|=|\cos j\theta_0|\). Hence
\[e_1^T(V_k)k(k+1)^{-1}e_1 = \frac{1}{n} \left[1 + 2 \sum_{j=1}^{k-1} (\cos j\theta_0)^2\right],\]
as needed.

4 Sharpness in rate of convergence for CG

Let \(0 < \delta \leq 1\). For positive definite \(A\) with \(\kappa \equiv \kappa(A) \leq 1/\delta\), we have
\[
\min_{x \in K_k} \frac{\|b - Ax\|_p}{\|b\|_p} \leq 2 \left[\Delta_\delta^k + \Delta_\delta^{k-1}\right]^{-1},
\]
where \(\Delta_\delta\) is defined by (1.4), \(p = A^{-1}\) for CG or 2 for MINRES. For CG, it is a consequence of (1.3), and for MINRES, it follows from (3.3) and Theorem 3.3. Theorem 4.1 below answers positively to (1.5), and a similar question for MINRES as well.

Theorem 4.1 Let positive definite \(A\) have eigen-decomposition (3.1) with eigenvalues \(\lambda_j = t_j^n\) on \([\alpha, \beta]\) for \(j = 1, 2, \ldots, n\), where \(0 < \alpha\). Then
\[
\kappa(A) = 1 + \delta + (1 - \delta) \cos \frac{\pi}{2n} = 1 + \frac{1 - \delta^2}{\delta^2} \frac{\pi^2}{4n^2} + O\left(\frac{1}{n^4}\right)
\]
\[
\leq \frac{1}{\delta},
\]
where \(\delta = \alpha/\beta\). For \(b \in \mathbb{C}^n\),
\[
\sqrt{n} \min_j |g(j)| \|g\|_2 \sqrt{\frac{2}{\Xi_{\delta, k+1}}} \leq \min \frac{\|b - Ax\|_p}{\|b\|_p} \leq \sqrt{n} \max_j |g(j)| \|g\|_2 \sqrt{\frac{2}{\Xi_{\delta, k+1}}},
\]
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for $1 \leq k < n$, where

$$p = A^{-1} \text{ and } g = \Lambda^{-1/2}U^*b \text{ for CG, or}$$

$$p = 2 \text{ and } g = U^*b \text{ for MINRES.}$$

(4.4) is an equality if $g$ parallels to the vector of all ones.

Proof: Straightforward calculations yield (4.2) – (4.3). (4.4) is a consequence of (3.2) and (3.13), or (3.3) and (3.13).

Positive definite linear as in the theorem above with $g$ parallel to the vector of all ones can be easily constructed for testing examples for any given $b$. We outline a procedure here to make $g$ parallel to the vector of all ones for CG. Pick a unitary $U \in \mathbb{C}^{n \times n}$ such that

$$U^*b = \eta(\lambda_1^{1/2} \lambda_2^{1/2} \ldots \lambda_n^{1/2})^T,$$

for some $\eta \neq 0$. Such $U$ exists, and in fact it can be taken to be a Householder matrix $I_n - 2ww^*$ as follows: pick $\eta$ such that

$$|\eta| = \|b\|_2 \sqrt{n \sum_{j=1}^n \lambda_j}, \text{ and } b^*\eta(\lambda_1^{1/2} \lambda_2^{1/2} \ldots \lambda_n^{1/2})^T \text{ is real},$$

and then set $w = z/\|z\|_2$, where $z = b - \eta(\lambda_1^{1/2} \lambda_2^{1/2} \ldots \lambda_n^{1/2})^T$. Finally set $A = U\Lambda U^*$.

Then $g = \eta(1 \ 1 \ldots \ 1)^T$.

Corollary 4.1 Let $0 < \delta \leq 1$, and denote $\kappa = \kappa(A)$. Subject to positive definite $A$,

$$\sup_{\kappa \leq \delta - 1} \max_{1 \leq k \leq n-1} 2 \left[ \Delta_k^\delta \Delta_{k-1}^\delta \right]^{-1} \min_{x \in \mathcal{K}} \frac{\|b - Ax\|_p}{\|b\|_p} \leq \max_{1 \leq k \leq n-1} \frac{\sqrt{2\delta \kappa + 1}}{\Delta_k^\delta + \Delta_{k-1}^\delta},$$

(4.5)

where $p = A^{-1}$ or 2.

Proof: It is a consequence of (4.1) and (4.4) for $g$ being the vector of all ones.

5 Extremely slow convergence examples for MINRES

MINRES was originally proposed for indefinite symmetric (Hermitian) linear systems [15]. One may view GMRES [19] as its generalization to a generally non-symmetric linear systems. Both are often used today in solving large and sparse linear systems in practice, but they may be slow in convergence. In what follows, we shall construct two artificial examples for which MINRES converges extremely slowly or does not converge at all. As our proofs above suggest, it suffices for us to look for those nodes $\alpha_j$ so that the associated

$$\min_{|u_{(1)}| = 1} \frac{\|V_{k+1,n}^Tu\|_2}{\sqrt{n}}$$

(5.1)

either goes to zero extremely slowly as $k$ increases or does not decrease at all. The construction of the first example is based on Theorem 3.5. We need to make sure no $\alpha_j \neq 0$, or equivalently no $\cos \theta_{jn} = \cos \theta_\delta$, and at the same time to make $\max_j |\alpha_j|/\min_j |\alpha_j|$ not too big. To meet both objectives, we shall pick $\delta$ as follows, and then make $\alpha < 0 < \beta$ to achieve that $\delta$. 
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• If $n + 1$ is even, then $\theta_{n+1/2n} = \pi/2$. Pick $\delta$ so that $\theta_\delta = \pi/2 - \pi/2n$, i.e.,

$$
\delta = \frac{1 - \cos \theta_\delta}{1 + \cos \theta_\delta} = 1 - \frac{\pi}{n} + O \left( \frac{1}{n^2} \right),
$$

and thus

$$
\begin{align*}
\min_j |\alpha_j| & = \frac{1 + \delta}{2} \cos \theta_\delta = \frac{\cos \theta_\delta}{1 + \cos \theta_\delta} = \frac{\sin(\pi/2n)}{1 + \sin(\pi/2n)}, \\
\max_j |\alpha_j| & = \frac{1 - \delta}{2} + \frac{1 + \delta}{2} \cos \theta_{1n} = \frac{\sin(\pi/2n) + \cos(\pi/2n)}{1 + \sin(\pi/2n)}, \\
\max_j |\alpha_j| & = \frac{\sin(\pi/2n) + \cos(\pi/2n)}{\sin(\pi/2n)} = 1 + \frac{2n}{\pi} - \frac{\pi}{6n} + O \left( \frac{1}{n^3} \right);
\end{align*}
$$

max

$$
\end{align*}
$$

min

$$
\end{align*}
$$

min

$$
\begin{align*}
\min_j |\alpha_j| & = \frac{1 + \delta}{2} \sin \frac{\pi}{2n} = \sin \frac{\pi}{2n}, \\
\max_j |\alpha_j| & = \frac{1 - \delta}{2} + \frac{1 + \delta}{2} \cos \theta_{1n} = \cos(\pi/2n), \\
\max_j |\alpha_j| & = \frac{\cos(\pi/2n)}{\sin(\pi/2n)} = \frac{2n}{\pi} - \frac{\pi}{6n} + O \left( \frac{1}{n^3} \right).
\end{align*}
$$

In both cases, $\kappa = O(n)$, but (5.1) barely moves as $k$ increases, according to Theorem 3.5.

The second example is $Ax = b$ with $A$ being unitary. In practice this is not a problem at all because $x = A^*b$ gives the solution right away. But nevertheless it is a linear system for which MINRES (GMRES) makes no progress at all. As mentioned before, it is sufficient for us to give $\alpha_j$ for which (5.1) is independent of $k$. The $\alpha_j$’s are

$$
\text{the } n\text{th roots of unit: } \alpha_j = e^{i2j\pi/n}.
$$

Then $V_{k+1,n}^T$ has orthogonal columns, and thus $\min_{\|u\|_2} \|V_{k+1,n}^T u\|_2 = 1$ for all $k$.

The two examples are rather extreme, especially the second one, and thus they are unlikely representatives of linear systems from applications. But conceivably the first example could be an excellent test problem for solvers of indefinite linear systems.

6 Sharpness in rate of convergence for Lanczos algorithm

Lanczos algorithm for finding some eigenvalues and corresponding eigenvectors of a Hermitian matrix $A$ may be compactly described as follows. First apply Lanczos process [16] to get

$$
AQ_k = Q_k T_k + f_k e_k^T, \quad Q_k = (q_1 \ q_2 \cdots \ q_k),
$$

where $Q_k$ has orthonormal columns, $q_1 = b/\|b\|_2$ and $b$ is a pre-chosen vector, $f_k$ (a vector of dimension $n$) satisfies $Q_k^* f_k = 0$. Then the eigenvalue problem for $T_k$ is solved. Let $(\mu, z)$ be
an eigenpair of $T_k$, i.e., $T_k z = \mu z$. An approximate eigenpair $(\mu, Q_k z)$, so-called Ritz pair, for $A$ is obtained. It can be seen that

$$\text{span}\{q_1, q_2, \ldots, q_k\} = K_k(A, b).$$

Assume that $A$ admits eigen-decomposition (3.1). Then $U_{(\cdot, j)}$ is the eigenvector of $A$ associated with eigenvalue $\lambda_j$. For the sake of presentation, assume

$$\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n. \tag{6.2}$$

Naturally, we ask how good an eigenvalue of $T_k$ approximates $A$’s, and how far $U_{(\cdot, j)}$ is from $K_k(A, b)$. A well-developed theory for this is due to Kaniel [9] and Saad [17], and if more detailed information on $A$’s eigenvalue distribution is available, better bounds can be derived, too [16]. From the distribution point of view in the limiting sense as $k$ and $n$ both goes to $\infty$ but with fixed ratio $k/n$, it was studied which eigenvalues are found and what are their associated convergence speeds in [4, 10].

Consider again $A = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n)$ with either randomly or equidistantly distributed $\{\lambda_j\}_{j=1}^{n-1}$ on $[-1, -\delta]$ and $\lambda_n = 0$. If Lanczos algorithm is applied to $A$ on vector $b$ of all ones, Figure 6.1 plots the ratios of bounds by (6.4) and the actual sines of $\angle(e_n, K_k)$. It shows the disproportions between the bounds and the actual sines. The main contribution of this section is to show they are however sharp in general, despite Figure 6.1.

### 6.1 Eigenvector Convergence

Let us look at how close $U_{(\cdot, j)}$ is to $K_k(A, b)$. This can be turned into the following minimization problem

$$\min_{\phi_{k-1}} \|U_{(\cdot, j)} - \phi_{k-1}(A)b\|_2 = \min_{\phi_{k-1}} \|e_j - \phi_{k-1}(\Lambda)U^*b\|_2 = \min_{u(1)=1} \|(e_j \text{ diag}(g)V_{k,n}^T)u\|_2, \tag{6.3}$$

Figure 6.1: Lanczos Algorithm for $Ax = \lambda x$ with $A = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n)$ on $b$ the vector of all ones – Ratios of bounds (6.4) over the actual sin $\angle(e_n, K_k)$ for $\lambda_n = 0$, and equidistant or random distributed $\{\lambda_j\}_{j=1}^{n-1}$.
where \( \phi_{k-1} \) denote a polynomial of degree no bigger than \( k - 1 \), \( g = U^*b \), and \( \alpha_j = \lambda_j \) for \( V_{k,n} \). (6.3) does not exactly say if there is a Ritz vector approximates \( U_{(i,j)} \) (well). For which the reader is referred to [8], where it is proved that under suitable separation conditions if \( U_{(i,j)} \) is close to \( K_k(A,b) \), then there is a Ritz vector that approximates \( U_{(i,j)} \) well.

**Theorem 6.1** Assume \( \lambda_j \) are ordered as in (6.2), and let \( V_{k,n} \) be defined with \( \alpha_j = \lambda_j \). Then

\[
\min_{u(1) = 1} \| (e_j \, \text{diag}(g)V_{k,n}^T)u \|_2 \leq \frac{\gamma^2 \|g_{(1,j-1)}\|_2}{\sqrt{\gamma^2 \|g_{(1,j-1)}\|_2^2 + \frac{|g_{(j,j)}|^2}{4} \left[ \Delta_{\delta}^{k-1-(n-j)} + \Delta_{\delta}^{-(k-1)+(n-j)} \right]^2}},
\]

where \( \delta = \frac{\lambda_j - \lambda_{j-1}}{\lambda_j - \lambda_1} \), \( \gamma = \prod_{i=j+1}^n (\lambda_i - \lambda_1) \), and \( \varrho = \prod_{i=j}^n (\lambda_i - \lambda_j) \).

**Proof:** For \( \omega \) and \( \tau \) in (2.6) with \( \alpha, \beta = [\lambda_1, \lambda_j-1], |T_{k-1-(n-j)}(\lambda_i/\omega + \tau)| \leq 1 \) for \( 1 \leq i \leq j-1 \). Let \( v \in \mathbb{C}^{k+1} \) with \( v(1) = 1 \) and \( v(i) = \eta c_{i-2} \) for \( 2 \leq i \leq k + 1 \), where \( c_i \) are coefficients of \( t^i \) in

\[
\phi_{k-1}(t) = \prod_{i=j+1}^n (t - \lambda_i) \times T_{k-1-(n-j)}(t/\omega + \tau),
\]

\( \eta \in \mathbb{C} \) to be determined such that \( \eta g_{(i,j)} \zeta = -|\eta g_{(j,j)}| \), and \( \zeta = \phi_{k-1}(\lambda_j) \). Then

\[
\min_{u(1) = 1} \| (e_j \, \text{diag}(g)V_{k,n}^T)u \|_2 \leq \| (e_j \, \text{diag}(g)V_{k,n}^T)v \|_2 \leq \left[ \gamma^2 \|g_{(1,j-1)}\|_2^2 + (1 - |g_{(j,j)}|)^2 \right]^{1/2}.
\]

Now it is clear that \( |\eta| \) should be chosen to minimize the last quantity above, which gives

\[
|\eta| = \frac{|g_{(j,j)}|}{\gamma^2 \|g_{(1,j-1)}\|_2^2 + |g_{(j,j)}|^2}
\]

and

\[
\min_{u(1) = 1} \| (e_j \, \text{diag}(g)V_{k,n}^T)u \|_2 \leq \frac{\gamma \|g_{(1,j-1)}\|_2}{\sqrt{\gamma^2 \|g_{(1,j-1)}\|_2^2 + |g_{(j,j)}|^2}}.
\]

Now by (2.6),

\[
\frac{\lambda_j}{\omega} + \tau = \frac{2\lambda_j}{\lambda_j - 1} - \frac{\lambda_j - 1 + \lambda_1}{\lambda_j - 1 - \lambda_1} = \frac{1 + \delta}{1 - \delta},
\]

and thus by (2.5), we have (6.4). \( \square \)

**Remark 6.1** (6.4) is equivalent to an existing bound of Kaniel and Saad [16, p.270]. Let

\[
\psi = \angle(U_{(i,j)}, K_k), t = |g_{(1,j-1)}|/|g_{(j,j)}|, M = \frac{1}{2} \left[ \Delta_{\delta}^{k-1-(n-j)} + \Delta_{\delta}^{-(k-1)+(n-j)} \right], \quad \epsilon = \frac{t}{M}.
\]

(6.4) can be rewritten as \( \sin \psi \leq \epsilon / \sqrt{1 + \epsilon^2} \) which implies \( \cos \psi \geq 1/\sqrt{1 + \epsilon^2} \) and consequently \( \tan \psi \leq \epsilon \), a bound of Kaniel and Saad. On the other hand \( \tan \psi \leq \epsilon \) implies \( (\sin \psi)^2 \leq \epsilon^2 [1 - (\sin \psi)^2] \) to get \( \sin \psi \leq \epsilon / \sqrt{1 + \epsilon^2} \) that is (6.4).
Lemma 6.1 Let $\alpha < \beta < 0$, and let $V_{k,n}$ have nodes $\alpha_j = t_j^{n-1}$ for $1 \leq j \leq n-1$ and $\alpha_n = 0$. If $g(j) = \rho$ for $1 \leq j \leq n-1$, then

$$\min_{|u(1)|=1} \|(e_n \ \text{diag}(g)V_{k,n})u\|_2 = \left[ 1 + \frac{|g(n)|^2}{|\rho|^2} \frac{1}{2(n-1)} \Xi_{\delta,k} \right]^{-1/2}.$$ 

Proof: Notice that $T_n$ in (2.13) depends on $n$ only. In this proof, we need $T_{n-1}$. Let upper triangular $R_k$ be defined as in (2.12) with $n$ replaced by $k$. Denote $\eta = g(n)$, and set

$$Z = (e_n \ \text{diag}(g)V_{k,n}^T) \equiv \begin{pmatrix} 0 & \rho V_{k,n-1}^T \\ \eta e_1^T R_k \end{pmatrix}$$

from which it can be seen that it has full column rank. By Theorem 3.1, we need to compute $[e_1^T(Z^*Z)^{-1}e_1]^{-1/2}$. We have

$$Z = \begin{pmatrix} 1 & R_k \\ 0 & \eta e_1^T R_k \end{pmatrix} = \begin{pmatrix} 0 & \rho (T_{n-1})_{(1,1:k)} \\ \eta e_1^T R_k \end{pmatrix}$$

to get

$$Z^*Z = \begin{pmatrix} 1 & R_k^* \\ 0 & \eta e_1^T R_k \end{pmatrix} \begin{pmatrix} 1 & \rho |\eta|^2 D + \eta^2 R_k^* e_1 e_1^T R_k \\ \eta e_1^T R_k & I \end{pmatrix} \begin{pmatrix} 1 \\ R_k^* \end{pmatrix}$$

$$= \begin{pmatrix} 1 & R_k^* \\ 0 & \eta e_1^T R_k \end{pmatrix} \begin{pmatrix} 1 & \rho |\eta|^2 D + \eta^2 R_k^* e_1 e_1^T R_k \\ \eta e_1^T R_k & I \end{pmatrix} \begin{pmatrix} 1 \\ R_k^* \end{pmatrix}$$

where $D = [(T_{n-1})_{(1,1:k)}]^T (T_{n-1})_{(1,1:k)} = (T_{n-1}^T T_{n-1})_{(1,1:k)} = \frac{n-1}{2} \text{diag}(2,1,1,\ldots,1)$ by (2.14). Therefore

$$e_1^T (Z^*Z)^{-1} e_1 = e_1^T \begin{pmatrix} 1 - \eta e_1^T R_k \\ I \end{pmatrix} \begin{pmatrix} 1 & \rho |\eta|^2 D + \eta^2 R_k^* e_1 e_1^T R_k \\ \eta e_1^T R_k & I \end{pmatrix} \begin{pmatrix} 1 \\ R_k^* \end{pmatrix}$$

$$= 1 + \frac{|\eta|^2}{|\rho|^2} \frac{1}{2(n-1)} \Xi_{\delta,k},$$

similarly to the end of proof of Theorem 3.4.

Theorem 6.2 Let $\alpha_j$’s be as given in Lemma 6.1. Suppose $A$ is a Hermitian matrix whose eigenvalues are $\lambda_j = \alpha_j$ and admits eigen-decomposition (3.1) and $g = U^*b$. Apply Lanczos algorithm on $A$ with $q_1 = b$ as in (6.1). Then

$$\min_{x \in k_n} \|U_{(\cdot,n)} - x\|_2 \leq \left[ 1 + \frac{|g(n)|^2}{\max_{1 \leq j \leq n-1} |g(j)|^2} \frac{1}{2(n-1)} \Xi_{\delta,k} \right]^{-1/2}, \quad (6.6)$$

$$\min_{x \in k_n} \|U_{(\cdot,n)} - x\|_2 \geq \left[ 1 + \frac{|g(n)|^2}{\min_{1 \leq j \leq n-1} |g(j)|^2} \frac{1}{2(n-1)} \Xi_{\delta,k} \right]^{-1/2}. \quad (6.7)$$

Both are equalities if $|g(1)| = |g(2)| = \cdots = |g(n-1)|$. 
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Figure 6.2: Ratios of upper bounds by (6.4) for \( j = n \) over \( \sin \angle(U(:,n), K_k) \). Eigenvalues are \( \lambda_j = \iota_{j,n-1}^\beta \) for \( 1 \leq j \leq n-1 \) on \([-1, -\delta]\) and \( \lambda_n = 0 \). \textbf{Left:} \( g \) is the vector of all ones; \textbf{Right:} \( g \) is random.

\textbf{Proof:} They are consequences of Lemma 6.1 and

\[
\min_{u(1)} \| (\epsilon_n \ \text{diag}(\tilde{g}) V_{k,n}^T) u \|_2 \leq \min_{u(1)} \| (\epsilon_n \ \text{diag}(\hat{g}) V_{k,n}^T) u \|_2 \leq \min_{u(1)} \| (\epsilon_n \ \text{diag}(\hat{g}) V_{k,n}^T) u \|_2,
\]

where \( \tilde{g}(j) = \min_{1 \leq i \leq n-1} |g(j)| \) and \( \hat{g}(j) = \max_{1 \leq i \leq n-1} |g(j)| \) for \( 1 \leq j \leq n-1 \), and \( \hat{g}(n) = \tilde{g}(n) = g(n) \).

In order to see how good the existing bound by Theorem 6.1 for \( j = n \) is, we plot in Figure 6.2

1. the ratio of the upper bound over the lower bound (i.e., the right-hand side of (6.4) for \( j = n \) over that of (6.7)) when \( g \) is the vector of all ones for which (6.7) is an equality;
2. the ratio of the upper bound (6.4) for \( j = n \) over \( \min_{x \in K_k} \| |U(:,n)|-x| \|_2 \equiv \sin \angle(U(:,n), K_k) \) when \( g \) is a random vector and \( |g|_2 = 1 \).

In the first case when \( g \) is the vector of all ones, the ratio quickly approaches a constant because for \( j = n \)

\[
\frac{\text{RHS of (6.4)}}{\text{RHS of (6.7)}} \rightarrow \frac{\sqrt{2} \Delta_\delta}{\sqrt{\Delta_\delta^2 - 1}} = \frac{1 + \sqrt{\delta}}{\sqrt{2} \sqrt{\delta}} \quad \text{as} \ k \rightarrow \infty
\]

which, together with (3.17), explain the left plot in Figure 6.2. With random \( g \), however, the ratios behaves irregularly but still grow slowly proportionally to \( |g(n)|^{-1} \).

Theorem 6.2 only shows that (6.4) for \( j = n \) is quite sharp in general. The situation for \( j \neq n \) appears to be very complicated, and it is not clear how to best approach the situation.

### 6.2 Eigenvalue Convergence

\( A \) is Hermitian; so is \( T_k = Q_k^* A Q_k \). We expect the largest eigenvalue \( \mu_k \) of \( T_k \) best approximates \( \lambda_n \). We have

\[
\mu_k = \max_z z^* T_k z = \max_z z^* Q_k^* A Q_k z = \lambda_n + \max_{u \in K_k} \frac{u^*(A - \lambda_n I) u}{u^* u}
\]
\[ = \lambda_n + \max_{\phi_{k-1}} \frac{\phi_{k-1}(A - \lambda_n I)b}{\phi_{k-1}(A - \lambda_n I)b} \cdot (A - \lambda_n I)[\phi_{k-1}(A - \lambda_n I)b] \]

since \( K_k(A, b) = K_k(A - \lambda_n I, b) \). Substitute \( A = U\Lambda U^* \) to get

\[
0 \geq \mu_k - \lambda_n = -\min_u \frac{\|\text{diag}(\lambda_n I - \Lambda)^{1/2}gV^T u\|^2}{\|\text{diag}(g)V^T u\|^2} \tag{6.8}
\]

where \( g = U^*b \), and \( \alpha_j = \lambda_j - \lambda_n \) for the nodes of \( V_{k,n} \). Theorem 6.3 below rephrases an existing result of Kaniel and Saad [16].

**Theorem 6.3** Assume \( \lambda_j \) are ordered as in (6.2), and let \( V_{k,n} \) have nodes \( \alpha_j = \lambda_j - \lambda_n \leq 0 \), and \( \Omega = -\text{diag}(\alpha_1, \alpha_2, \ldots, \alpha_n) \). Then

\[
\min_u \frac{\|\|\Omega^{1/2}\text{diag}(g)V^T u\|_2^2\|}{\|\text{diag}(g)V^T u\|_2^2} \leq 4(\lambda_n - \lambda_1) \frac{\|g(1:n-1)\|^2}{|g(n)|^2} \left[ \Delta_k^{-1} + \Delta_k^{-(k-1)} \right]^2, \tag{6.9}
\]

where \( \delta = \frac{\lambda_n - \lambda_{k-1}}{\lambda_n - \lambda_1} \).

**Proof:** For \( \omega \) and \( \tau \) in (2.6) with \( [\omega, \beta] = [\alpha_1, \alpha_{n-1}] \), \( |T_{k-1}(\alpha_j/\omega + \tau)| \leq 1 \) for \( 1 \leq j \leq n - 1 \). Let \( v \in \mathbb{C}^k \) with \( v(j) = a_{j-1}k-1(\omega, \tau) \) as defined in (2.9). Then

\[
\min_u \frac{\|\Omega^{1/2}\text{diag}(g)V^T u\|_2^2}{\|\text{diag}(g)V^T u\|_2^2} \leq \frac{\|\Omega^{1/2}\text{diag}(g)V^T u\|_2^2}{\|\text{diag}(g)V^T u\|_2^2} \leq (\lambda_n - \lambda_1) \frac{\|g(1:n-1)\|^2}{|g(n)|^2} \frac{1}{|T_{k-1}(\tau)|^2}. \tag{6.10}
\]

Now by (2.6)

\[
\tau = \frac{\alpha_1 + \alpha_{n-1}}{\alpha_1 - \alpha_{n-1}} = 1 + \frac{\delta}{1 - \delta},
\]

and (2.5), we have (6.9). \( \square \)

**Lemma 6.2** Let \( \alpha < \beta < 0 \), and let \( V_{k,n} \) have nodes \( \alpha_j = t_{j,n-1}^\tau \) for \( 1 \leq j \leq n - 1 \) and \( \alpha_n = 0 \). If \( g(j) = \rho \) for \( 1 \leq j \leq n - 1 \) and \( \alpha_n = 0 \). If \( g(j) = \rho \) for \( 1 \leq j \leq n - 1 \) and

\[
\min_u \frac{\|\text{diag}(g)V^T u\|_2^2}{\|\text{diag}(g)V^T u\|_2^2} \geq \left[ 1 + \frac{|\rho|^2}{2(n-1)} \Xi_{\delta,k} \right]^{-1},
\]

where \( \delta = \beta/\alpha \).

**Proof:** Notice \( V_{k,n} = (V_{k,n-1}e_1) \) to get \( \|\text{diag}(g)V^T u\|_2^2 = |\rho|^2 \|V^T u_{1:n-1}\|_2^2 + |g(n)u(1)|^2 \), and thus

\[
\frac{\|\text{diag}(g)V^T u\|_2^2}{\|\text{diag}(g)V^T u\|_2^2} \geq \left[ 1 + \frac{|\rho|^2}{2(n-1)} \Xi_{\delta,k} \right]^{-1}
\]
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Therefore by Theorem 3.4

\[
\min_u \frac{\|\text{diag}(g) V_{k,n}^T u\|_2^2}{\|\text{diag}(g) V_{k,n}^T u\|_2^2} = \left[ 1 + \max_u \frac{|g(n)u(1)|^2}{\rho^2 \| V_{k,n-1}^T u \|_2^2} \right]^{-1} = \left[ 1 + \frac{|g(n)|^2}{\rho^2 \min_{u(1)=1} \| V_{k,n-1}^T u \|_2^2} \right]^{-1} = \left[ 1 + \frac{|g(n)|^2}{\rho^2 \frac{2(n-1)}{2}} \Xi \delta_k \right]^{-1},
\]

as expected.

Theorem 6.4 Let \( \alpha_j \)'s as given in Lemma 6.2. Suppose \( A \) is a Hermitian matrix whose eigenvalues are \( \lambda_j = \alpha_j \) and admits eigen-decomposition (3.1) and \( g = U^*b \). Apply Lanczos algorithm on \( A \) with \( q_1 = b \) as in (6.1). Set \( \mu_k \) to be the \( k \)th Lanczos approximation to \( \lambda_n \). Then

\[
\lambda_n - \mu_k \leq \Gamma \left[ 1 + \max_{1 \leq j \leq n-1} \frac{|g(j)|^2}{|g(j)|^2} \frac{1}{2(n-1)} \Xi \delta_k \right]^{-1},
\]

(6.11)

\[
\lambda_n - \mu_k \geq \gamma \left[ 1 + \min_{1 \leq j \leq n-1} \frac{|g(j)|^2}{|g(j)|^2} \frac{1}{2(n-1)} \Xi \delta_k \right]^{-1},
\]

(6.12)

where \( \theta \equiv \theta_{n-1} = \frac{\pi}{2(n-1)}, \delta = \beta/\alpha, \) and

\[
\Gamma = |\alpha| \left[ \frac{1 + \cos \theta}{2} + \delta \frac{1 - \cos \theta}{2} \right], \quad \gamma = |\alpha| \left[ \frac{1 - \cos \theta}{2} + \delta \frac{1 + \cos \theta}{2} \right].
\]

Proof: Let \( \Omega = \lambda_n I - A \). It can be verified that \( \gamma \leq \|\Omega\|_2 \leq \Gamma \). Now

\[
\frac{\|\Omega^{1/2} \text{diag}(g) V_{k,n}^T u\|_2^2}{\|\text{diag}(g) V_{k,n}^T u\|_2^2} \geq \gamma \frac{\|\text{diag}(g) V_{k,n}^T u\|_2^2}{\|\text{diag}(g) V_{k,n}^T u\|_2^2}^{-1} = \gamma \left[ 1 + \frac{|g(n)u(1)|^2}{\|\text{diag}(g) V_{k,n}^T u\|_2^2} \right]^{-1} \geq \gamma \left[ 1 + \min_{1 \leq j \leq n-1} \frac{|g(j)|^2}{\|V_{k,n}^T u\|_2^2} \right]^{-1},
\]

The rest of the proof for (6.12) is the same as that for Lemma 6.2

Theorem 6.4 shows that the existing result (6.9) tells the correct speed of convergence for \( \lambda_n \) on the matrix. Kaniel and Saad obtained similar bounds on approximating other \( \lambda_j \) by Ritz values [16]. Their sharpness in general remains to be studied.
Remark 6.2 For Theorems 6.2 and 6.4, one implies the other with slightly weakened inequalities in the theorems. In fact we have

\[(\lambda_n - \lambda_{n-1})^2 \epsilon^2 \leq \lambda_n - \mu_k \leq \frac{(\lambda_n - \lambda_1)^2}{\lambda_n - \lambda_{n-1}} \epsilon^2.\]  

where \(\epsilon = \sin \angle(U(:,n), K_k)\). To see this, let \(\|U(:,n) - y\|_2 = \min_{x \in K_k} \|U(:,n) - x\|_2 = \epsilon\). Then \(U(:,n) - y\) and \(y\) are perpendicular and \(\|y\|_2 = \sqrt{1 - \epsilon^2}\). Write \(y = \xi U(:,n) + U(:,1:n-1)c\). It can be seen that \(|\xi| = 1 - \epsilon^2\) and \(\|c\|_2 = \epsilon \sqrt{1 - \epsilon^2}\). Therefore

\[r \overset{\text{def}}{=} Ay - \lambda_n y = (A - \lambda_n I)U(:,1:n-1)c\]

and gives \(\|r\|_2 \leq (\lambda_n - \lambda_1)\epsilon \sqrt{1 - \epsilon^2}\), and thus [11]

\[\lambda_n - \mu_k \leq \frac{(\|r\|_2/\|y\|_2)^2}{\lambda_n - \lambda_{n-1}} \leq \frac{(\lambda_n - \lambda_1)^2}{\lambda_n - \lambda_{n-1}} \epsilon^2,
\]

the second inequality in (6.13). Let \(u\) be the corresponding Ritz vector to \(\mu_k\). By [12, Theorem 2.1],

\[\epsilon \leq \sin \angle(U(:,n); u) \leq \sqrt{\frac{\lambda_n - \mu_k}{\lambda_n - \lambda_{n-1}}},\]

which leads to the first inequality in (6.13).

7 Conclusions

It is often observed that the existing error bounds for solutions by CG (and MINRES) for positive definite linear systems and symmetric Lanczos algorithm for symmetric eigenvalue problems are very good in indicating the accuracy of the computed solutions for the first few iterations but after that the bounds overestimates the actual errors too much to be of much use. Is this always the case? Through studying minimization problem (3.4):

\[\min_{\|u(1)\|=1} \|\text{diag}(g) V_{k,n}^T u\|_2\]

which also leads to solutions to related minimization problems (6.3) and (6.8), we have devised examples for CG (and MINRES) and symmetric Lanczos algorithm by which the computed solutions have errors that are comparable to the existing error bounds at all iteration steps. This implies that the existing bounds can not be improved in general unless further information upon the problems to be solved becomes available.

For symmetric Lanczos algorithm, we only have an example that shows the existing bounds for the approximations to the largest (smallest) eigenvalue and its associated eigenvectors are sharp, modulo modest factors. The situation for approximations to any other eigenvalues and associated vectors can be very complicated and we suspect that the existing bounds would probably not sharp, even after modulo modest constant factors.

Concerning the sharpness of the error bound for CG, Meinardus [14] who established the bound himself showed the error bound could actually be achieved but he only did so for\footnote{This corresponds to \(k = n\) in (3.4).}
k = n − 1 in (1.3), leaving out what might happen for 1 ≤ k ≤ n − 2 unanswered. Meinardus’s example corresponds to $V_n$ with nodes being the extreme points of a translated Chebyshev polynomial. Numerical tests show Meinardus’s example does not achieve the error bound for $k \neq n − 1$, but has approximation errors comparable to the bound for all other $k$, nonetheless. We have a proof for this, but it is too complicated to fit in here and so we decide to publish the proof along with other results elsewhere. In the meantime, our results are sufficient to accomplish the goal we set out to achieve at the beginning of this paper.

The foundation of this paper is built upon an explicit evaluation of minimization problem (3.4) for translated Chebyshev zero nodes. This successful evaluation turns out not just for translated Chebyshev zero nodes. It can be done for any $V_n$ whose nodes are the zero of the $n$th translated orthogonal polynomial from any orthogonal polynomial system because of the existence of a QR-like decomposition like (2.13) as the result of Gaussian quadrature formula. An immediate implication of this is that one can construct various examples for which CG residuals and errors in approximations by Lanczos algorithm can be expressed explicitly in terms of the constant terms of the associated translated orthogonal polynomials. Results as such along with others will be reported elsewhere, too.
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