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Abstract. The Conjugate Gradient (CG) method is often used to solve a positive definite linear system \(Ax = b\). This paper analyzes two hard cases for CG or any Krylov subspace type methods by either analytically finding the residual formulas or tightly bound the residuals from above and below, in contrast to existing results which only bound residuals from above. The analysis is based on a general framework to estimate CG and GMRES residuals for certain linear systems with normal \(A\), and the framework may potentially be useful elsewhere.
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1. Introduction

In 1960, Frank [7] tested Richardson’s method on an \(N \times N\) tridiagonal positive definite linear system \(Ax = b\) and experienced very slow convergence. Both Richardson’s method and the conjugate gradient method (CG) seek approximations within so-called Krylov subspaces, and satisfy certain optimal properties at each iteration step. What causes the slow convergence? In part, there is no secret about this because intuitively, it has become part of the folklore that CG would have a hard time to solve linear system \(Ax = b\) for which \(A\) has an eigenvalue distribution similar to that of the zeros of a Chebyshev polynomial (possible after a linear transformation). This is precisely the case for Frank’s example. In addition, \(A\) in Frank’s example has a condition number (the largest eigenvalue over smallest eigenvalue) growing proportional to \(N^2\). The two combined contribute to extreme difficulty for CG to solve the system. Indeed Golub and O’Leary [9] called it “the hardest case for conjugate gradients”. But can we quantify this slow convergence phenomenon?

There is a well-known error bound for CG (see, e.g., [6, 12, 26, 28]): For the \(k\)th CG approximation \(x_k\) and the \(k\)th CG residual \(r_k = b - Ax_k\),

\[
\frac{\|r_k\|_{A^{-1}}}{\|r_0\|_{A^{-1}}} \leq 2 \left[ \Delta_k^\kappa + \Delta_k^{-\kappa} \right]^{-1}, \quad \Delta_k \equiv \frac{\sqrt{\kappa} + 1}{\sqrt{\kappa} - 1},
\]

where the \(M\)-vector norm \(\|z\|_M \equiv \sqrt{z^*Mz}\), \(\kappa \equiv \kappa(A) = \|A\|_2\|A^{-1}\|_2\) is \(A\)’s spectral condition number, generic norm \(\|\cdot\|_2\) is the usual \(\ell_2\) norm of a vector or the spectral norm of a matrix, and the superscript “*” takes conjugate transpose. The widely cited Kaniel [14] (1966) gave a proof of (1.1) while saying “This result is known” with a pointer to Meinardus [22] (1963). Frank [7] also presented an error
analysis including error bounds for Richardson’s method, too. These bounds are in terms of \( A \)'s condition number, and go to zero very slowly as iteration progresses for the example, as they should. Nevertheless they are upper bounds and, despite the folklore, it would be still of interest to be able to compute exactly or bound tightly the actual residuals from above and below.

In this paper, we first establish a general framework that can be used to compute exactly and/or bound tightly CG and GMRES (the generalized minimal residual method) residuals for certain linear systems with normal \( A \). The key technical detail is very much along the lines of [15, 18], where examples are constructed to show CG error bounds by (1.1) and those of Kaniel-Saad [14, 24] for symmetric Lanczos method are sharp\(^1\) in general, modulo a modest constant factor. It is worth noting that superlinear convergence, much faster than what the existing error bounds suggest, is often observed for both methods [3, 4, 27].

We then apply the framework to analyze the behaviors of CG on Frank’s example and a model problem (see, e.g., [6, p.267] and [5]). Exact residual expressions and tight lower and upper bounds are obtained. They show both problems are indeed difficult, much as expected. The model problem has been widely studied already, mostly as a teaching example to illustrate behaviors of various iterative methods for linear systems. Naiman, Babuška, and Elman [23] computed explicitly CG residuals for 3 special right-hand sides, while [4] Beckermann and Kuijlaars investigated the superlinear convergence behavior of CG when the right-hand sides are from discretizing certain very smooth functions. Our treatment to the model problem appears to be less complicated, with the help of the framework.

The rest of this paper is organized as follows. Section 2 establishes a general framework to analyze the convergence of CG and GMRES on certain linear systems. The framework is then applied to Frank’s example [7] in Section 3 and to the model problem [6] in Section 4. In both examples, exact residuals or tight bounds are obtained. Finally in Section 5 we present our concluding remarks.

**Notation.** Throughout this paper, \( \mathbb{K}^{n \times m} \) is the set of all \( n \times m \) matrices with entries in \( \mathbb{K} \), where \( \mathbb{K} = \mathbb{C} \) (the set of complex numbers) or \( \mathbb{R} \) (the set of real numbers), \( \mathbb{K}^n = \mathbb{K}^{n \times 1} \), and \( \mathbb{K} = \mathbb{K}^1 \). \( I_n \) (or simply \( I \) if its dimension is clear from the context) is the \( n \times n \) identity matrix, and \( e_j \) is its \( j \)th column.

The inequality \( X \preceq Y \) is for two Hermitian matrices, meaning that \( Y - X \) is positive semidefinite. The superscript \( * \) takes conjugate transpose while \( ^T \) takes transpose only.

We shall also adopt MATLAB-like convention to access the entries of vectors and matrices. The set of integers from \( i \) to \( j \) inclusive is \( i:j \). For vector \( u \) and matrix \( X \), \( u_{(j)} \) is \( u \)'s \( j \)th entry, \( X_{(i,j)} \) is \( X \)'s \( (i,j) \)th entry, \( \text{diag}(u) \) is the diagonal matrix with \( (\text{diag}(u))_{(j,j)} = u_{(j)} \); \( X \)'s submatrices \( X_{(k:\ell,i:j)} \), \( X_{(k:\ell,:)} \), and \( X_{(:,i:j)} \) consists of intersections of row \( k \) to row \( \ell \) and column \( i \) to column \( j \), row \( k \) to row \( \ell \), and column \( i \) to column \( j \), respectively.

\(^1\)It is well-known that CG error bounds by (1.1) are sharp (see, e.g., [2, 11, 14, 22]), but it is only claimed locally in the sense that for each iteration step \( k \) there is a linear system \( Ax = b \) (depending on \( k \) of course) on which the \( k \)th CG residual attains the bound. It turns out that for such \( Ax = b \), CG computes the exact solution in the very next iteration [14]! The contribution in [15, 18] is that there is an \( Ax = b \) on which the CG residuals are comparable to the bounds by (1.1) for all iteration steps.
2. A framework to estimate CG and GMRES residuals

The $k$th Krylov subspace $K_k \equiv K_k(A,b)$ of $A$ on $b$ is defined as
\begin{equation}
K_k \equiv K_k(A,b) \equiv \text{span}\{b, Ab, \ldots, A^{k-1}b\}.
\end{equation}

We are interested in the “best” approximate solution in $K_k$ to $Ax = b$. For CG, $A$ is positive definite, and the computed solution achieves [6, p.306]
\begin{equation}
\min_{y \in K_k} \|A^{-1}b - y\|_A = \min_{y \in K_k} \frac{\|b - Ay\|_{A^{-1}}}{\|y\|_A}.
\end{equation}

where, without loss of generality, we set initially $x_0 = 0$ and thus $r_0 = b - Ax_0 = b$.

For GMRES, $A$ may be non-Hermitian and the computed solution achieves [25]
\begin{equation}
\min_{y \in K_k} \|b - Ay\|_2.
\end{equation}

Historically, when $A$ is Hermitian, GMRES is called MINRES (the minimal residual method). In what follows, we consider normal matrix $A$ only. Let the eigen-decomposition of $A$ be
\begin{equation}
A = Q \Lambda Q^*, \quad Q^*Q = I_N, \quad \Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_N),
\end{equation}
where all $\lambda_j > 0$ for CG and some $\lambda_j$ may be complex for GMRES. It has been shown that both (2.2) and (2.3) can be restated as [13, 15, 20]
\begin{equation}
\min_{|u_{(1)}|=1} \frac{\|\text{diag}(g) V^T_{k+1,N}u\|_2}{\|g\|_2},
\end{equation}

where $g = \Lambda^{-1/2}Q^*b$ for CG, and $g = Q^*b$ for GMRES, and
\begin{equation}
V_{k+1,N} \equiv \begin{pmatrix}
1 & 1 & \cdots & 1 \\
\lambda_1 & \lambda_2 & \cdots & \lambda_n \\
\vdots & \vdots & \ddots & \vdots \\
\lambda_1^k & \lambda_2^k & \cdots & \lambda_n^k
\end{pmatrix}
\end{equation}
is the $(k+1)$-by-$N$ rectangular Vandermonde matrix with nodes $\{\lambda_j\}_{j=1}^N$. As a by-product, inequality (1.1) can now be restated in terms of $V_{k+1,N}$: Assume all $\lambda_j > 0$ and set $\kappa = \max_j \lambda_j / \min_j \lambda_j$. Then for $1 \leq k < N$
\begin{equation}
\min_{|u_{(1)}|=1} \frac{\|\text{diag}(g) V^T_{k+1,N}u\|_2}{\|g\|_2} \leq 2 \left[\Delta_{k+1}^+ + \Delta_{k+1}^--\right]^{-1}.
\end{equation}

The quantity (2.5) points to a new direction to analyze the convergence behavior of CG or GMRES on certain linear systems. Frank’s example and the model problem are two of them.

Now we are ready to explain our general framework for solving (2.5). The key idea is similar to that in [15], i.e., seeking a decomposition, reminiscent of QR, for $V^T_{k+1,N}$ but what presented here is in a more general term. The framework is built upon
\begin{itemize}
  \item a family of polynomials $p_m(t)$ of degree $m$ in $t$ for $m = 0,1,2,\ldots$,
  \item two parameters $\omega \neq 0$ and $\tau$ (complex or real), and
  \item $\Omega_N = \text{diag}(\omega_1, \omega_2, \ldots, \omega_N)$ with all $\omega_j > 0$.
\end{itemize}
For the family of polynomials, we often pick Chebyshev polynomials of the 1st kind:

\[(2.9)\]
\[T_m(t) = \cos(m \arccos t) \quad \text{for} \quad |t| \leq 1,\]

\[(2.10)\]
\[= \frac{1}{2} \left( t + \sqrt{t^2 - 1} \right)^m + \frac{1}{2} \left( t - \sqrt{t^2 - 1} \right)^m \quad \text{for} \quad |t| \geq 1,\]

or, Chebyshev polynomials of the second kind:

\[(2.11)\]
\[U_m(t) = \frac{\sin((m + 1) \arccos t)}{\sin(\arccos t)} \quad \text{for} \quad |t| \leq 1,\]

\[(2.12)\]
\[= \frac{(t + \sqrt{t^2 - 1})^{m+1} - (t - \sqrt{t^2 - 1})^{m+1}}{2\sqrt{t^2 - 1}}, \quad \text{for} \quad |t| \geq 1,\]

or, more generally any orthogonal polynomials; usually \(\Omega_N = I_N\) or take \(\{\omega_j\}_{j=1}^N\) to be weights in the associated Gaussian quadrature rule if \(p_m\) is an orthogonal polynomial; the selections of \(\omega \neq 0\) and \(\tau\) can be tricky and are obviously problem-dependent.

First we define the \(m\)th Translated Polynomial in \(z\) of degree \(m\) as

\[(2.13)\]
\[p_m(z; \omega, \tau) \overset{\text{def}}{=} p_m(z/\omega + \tau)\]

\[(2.14)\]
\[= a_{0m} z^m + a_{m-1} z^{m-1} + \cdots + a_1 z + a_0,\]

where \(a_{jm} \equiv a_{jm}(\omega, \tau)\) are functions of \(\omega\) and \(\tau\), and then define upper triangular \(R_m \in \mathbb{C}^{m \times m}\), a matrix-valued function in \(\omega\) and \(\tau\), too, as

\[(2.15)\]
\[R_m \equiv R_m(\omega, \tau) \overset{\text{def}}{=} \begin{pmatrix}
    a_{00} & a_{01} & a_{02} & \cdots & a_{0\,m-1} \\
    a_{11} & a_{12} & \cdots & a_{1\,m-1} \\
    a_{22} & \cdots & a_{2\,m-1} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{m-1\,m-1}
\end{pmatrix},\]

i.e., the \(j\)th column consists of the coefficients of \(p_{j-1}(z; \omega, \tau)\). Denote \(V_N = V_{N,N}\) and set

\[(2.16)\]
\[P_N \overset{\text{def}}{=} \begin{pmatrix}
    p_0(t_1) & p_0(t_2) & \cdots & p_0(t_N) \\
    p_1(t_1) & p_1(t_2) & \cdots & p_1(t_N) \\
     \vdots & \vdots & \ddots & \vdots \\
    p_{N-1}(t_1) & p_{N-1}(t_2) & \cdots & p_{N-1}(t_N)
\end{pmatrix},\]

where

\[(2.17)\]
\[t_j = \lambda_j/\omega + \tau \quad \text{for} \quad 1 \leq j \leq N.\]

Then

\[(2.18)\]
\[V_N^T R_N = P_N^T.\]

Equation (2.18) yields \(V_N^T = P_N^T R_N^{-1}\). Extracting the first \(k+1\) columns from both sides of \(V_N^T = P_N^T R_N^{-1}\) yields

\[(2.19)\]
\[V_{k+1,N}^T = P_{k+1,N}^T R_{k+1},\]

where \(P_{k+1,N} = P_{(1:k+1,:)}.\) Next set, with matrix \(\Omega_N\) in (2.8),

\[(2.20)\]
\[\Upsilon \overset{\text{def}}{=} P_N \Omega_N P_N^*.\]
A key step that makes our framework work is the following assumption.

\[
\text{(2.21)} \quad \text{there are } 0 < \gamma_{k+1} \leq \Gamma_{k+1} \text{ and } D_{k+1} = \text{diag}(d_1, d_2, \ldots, d_{k+1}) \text{ with all } d_j > 0 \text{ such that }
\]

\[
\gamma_{k+1} D_{k+1}^{-1} \preceq \Upsilon_{(1:k+1,1:k+1)} \preceq \Gamma_{k+1} D_{k+1}^{-1}.
\]

Such \( \gamma_{k+1} \), \( \Gamma_{k+1} \), and \( D_{k+1} \) always exist if \( \Upsilon_{(1:k+1,1:k+1)} \) is nonsingular. For example, \( D_{k+1} = I_{k+1} \), \( \gamma_{k+1} \) and \( \Gamma_{k+1} \) are the smallest and largest eigenvalues of \( \Upsilon_{(1:k+1,1:k+1)} \).

In its present general form, the next lemma was proved in [15, 18]. It was also implied by the proof of [13, Theorem 2.1]. See also [19].

**Lemma 2.1.** If \( W \) has full column rank, then

\[
\text{(2.22)} \quad \min_{|u(1)|=1} \|Wu\|_2 = \left| e_1^T (W^T W)^{-1} e_1 \right|^{-1/2}.
\]

In particular if \( W \) is nonsingular, \( \min_{|u(1)|=1} \|Wu\|_2 = \|W^{-1} e_1\|_2^{-1} \).

Assuming that \( \Omega_N^{1/2} V_{k+1, N}^T \) has full column rank, by Lemma 2.1 we have

\[
\text{(2.23)} \quad \min_{|u(1)|=1} \|\Omega_N^{1/2} V_{k+1, N}^T u\|_2 = \left| e_1^T (\tilde{V}_{k+1, N} \Omega_N V_{k+1, N}^T)^{-1} e_1 \right|^{-1/2},
\]

where \( \tilde{V}_{k+1, N} \) is the complex conjugate of \( V_{k+1, N} \). By (2.19), we have

\[
\tilde{V}_{k+1, N} \Omega_N V_{k+1, N}^T &= R_{k+1}^\ast \left[ P_{k+1, N}^T \right]^T \Omega_N P_{k+1, N}^T R_{k+1}^{-1} \\
&= R_{k+1}^{-1} (P_N \Omega_N P_N^T)^{(1:k+1,1:k+1)} R_{k+1}^{-1} \\
&= R_{k+1} (\tilde{\Upsilon}_{(1:k+1,1:k+1)})^{-1} R_{k+1}^\ast,
\]

\[
\text{(2.24)} \quad (\tilde{V}_{k+1, N} \Omega_N V_{k+1, N}^T)^{-1} = R_{k+1} (\tilde{\Upsilon}_{(1:k+1,1:k+1)})^{-1} R_{k+1}^\ast.
\]

Consequently, by (2.21),

\[
\frac{1}{\Gamma_{k+1}} e_1^T D_{k+1} R_{k+1}^\ast e_1 \leq e_1^T (\tilde{V}_{k+1, N} \Omega_N V_{k+1, N}^T)^{-1} e_1 \leq \frac{1}{\gamma_{k+1}} e_1^T D_{k+1} R_{k+1}^\ast e_1
\]

which implies

\[
\text{(2.26)} \quad \frac{1}{\sqrt{\sum_{j=1}^N \omega_j}} \sqrt{\Phi_{k+1}} \leq \min_{|u(1)|=1} \|\Omega_N^{1/2} V_{k+1, N}^T u\|_2 \leq \frac{1}{\sqrt{\sum_{j=1}^N \omega_j}} \sqrt{\Phi_{k+1}}
\]

where

\[
\Phi_{k+1} = e_1^T R_{k+1} D_{k+1} R_{k+1}^\ast e_1 = \sum_{j=0}^k d_j |a_{0j}|^2 = \sum_{j=0}^k d_j |p_j(\tau)|^2.
\]

Occasionally it may also be possible to calculate \( \min_{|u(1)|=1} \|\Omega_N^{1/2} V_{k+1, N}^T u\|_2 \) exactly as it happens to the two examples we will be dealing with.

We summarize our findings into two mathematically equivalent theorems, in terms of \( V_{k+1, N} \) or the residual for \( Ax = b \), respectively.

**Theorem 2.1.** Given \( V_{k+1, N} \) defined as in (2.6), and given, as in (2.8), the polynomial family \( \{p_m\}_{m=0}^\infty \) and two prescribed numbers \( \omega \neq 0 \) and \( \tau \) and \( \Omega_N \). Let \( t_j \)
be as in (2.17), $P_N$ as in (2.16), and $\Upsilon$ as in (2.20). Then for $1 \leq k < N$

$$
(2.28) \quad \min_{|w_{(i)}|=1} \frac{\|\Omega_N^{1/2} V_{k+1,N}^T u\|_2}{\sqrt{\sum_{j=1}^N \omega_j}} = \frac{1}{\sqrt{\sum_{j=1}^N \omega_j}} \frac{1}{\sqrt{\gamma_{(1:k+1:1:k+1)} [\Upsilon_{(1:k+1:1:k+1)}]^{-1}}} y,
$$

where $y = R_{k+1}^* e_1 = (p_0(\tau), p_1(\tau), \ldots, p_k(\tau))^\tau$. If (2.21) holds, then we have (2.26).

**Remark 2.1.** Lower and upper bounds on (2.5) for any other $g \in \mathbb{C}^N$ are immediately available once (2.5) with $|g(j)| = \omega_j^{1/2}$ $(1 \leq j \leq N)$ is known or bounded, since

$$
\|\text{diag}(g) V_{k+1,N}^T u\|_2 = \|\text{diag}(g) \Omega_N^{-1/2} \Omega_N^{1/2} V_{k+1,N}^T u\|_2
$$

which yields

$$
(2.29) \quad \left( \min_j \frac{|g(j)|}{\sqrt{\omega_j}} \right) \|\Omega_N^{1/2} V_{k+1,N}^T u\|_2 \leq \|\text{diag}(g) V_{k+1,N}^T u\|_2 \leq \left( \max_j \frac{|g(j)|}{\sqrt{\omega_j}} \right) \|\Omega_N^{1/2} V_{k+1,N}^T u\|_2.
$$

For this reason, in the rest of this paper, we shall simply consider (2.5) for $g$ with $|g(j)| = \omega_j^{1/2}$.

**Theorem 2.2.** Let $A \in \mathbb{C}^{N \times N}$ be normal and have eigen-decomposition (2.4), $b \in \mathbb{C}^N$, and suppose (2.8). Define $t_j$ as in (2.17), $P_N$ as in (2.16), and $\Upsilon$ as in (2.20). For normal $A$, $q = 2$ and $g = Q^* b$, and for positive definite $A$, either $q = 2$ and $g = Q^* b$ or $q = A^{-1}$ and $g = A^{-1/2} Q^* b$. If $|g(j)| = \omega_j^{1/2}$ for $1 \leq j \leq N$, then for $1 \leq k < N$

$$
(2.30) \quad \min_{y \in \mathbb{C}^k} \frac{\|b - Ay\|_q}{\|r_{0}\|_q} = \frac{1}{\sqrt{\sum_{j=1}^N \omega_j}} \frac{1}{\sqrt{\gamma_{(1:k+1:1:k+1)} [\Upsilon_{(1:k+1:1:k+1)}]^{-1}}} y,
$$

where $y = R_{k+1}^* e_1 = (p_0(\tau), p_1(\tau), \ldots, p_k(\tau))^\tau$. If (2.21) holds, then

$$
(2.31) \quad \left( \min_j \frac{|g(j)|}{\sqrt{\omega_j}} \right) \frac{1}{\|g\|_2} \sqrt{\frac{\gamma_{k+1}}{\Phi_{k+1}}} \leq \min_{y \in \mathbb{C}^k} \frac{\|b - Ay\|_q}{\|r_{0}\|_q} \leq \left( \max_j \frac{|g(j)|}{\sqrt{\omega_j}} \right) \frac{1}{\|g\|_2} \sqrt{\frac{\Gamma_{k+1}}{\Phi_{k+1}}}.
$$

**Remark 2.2.** When $t_j$ are the zeros of the $N$th polynomial from an orthogonal polynomial family, one should take $\omega_j$ to be the weights of the associated Gaussian quadrature rule, and then $P_N \Omega_N P_N$ is diagonal since the Gaussian quadrature rule is exact for polynomial of degree no higher than $2N - 1$. Then $\min_{u_{(1)}=1} \|\Omega_N^{1/2} V_{k+1,N}^T u\|_2$ has a close formula solution.

**Remark 2.3.** Besides yielding bounds on residuals for $Ax = b$, (2.25) may have other independent interests. For example, it relates $\text{trace}(\tilde{V}_{k+1,N} \Omega_N V_{k+1,N}^T)$ to the coefficients of $p_j(x; \omega, \tau)$ by

$$
(2.32) \quad \Gamma_{k+1}^{-1} ||R_{k+1}||_F^2 \leq \text{trace} \left( (\tilde{V}_{k+1,N} \Omega_N V_{k+1,N}^T)^{-1} \right) \leq \gamma_{k+1}^{-1} ||R_{k+1}||_F^2.
$$

It is natural to define the condition number in $\Omega_N$-Frobenius norm of $V_{k+1,N}$ as

$$
\kappa_{F,\Omega_N}(V_{k+1,N}) = \frac{\|\Omega_N^{1/2} V_{k+1,N}\|_F}{\sqrt{\text{trace} \left( (\tilde{V}_{k+1,N} \Omega_N V_{k+1,N}^T)^{-1} \right)}}.
$$

$\|\Omega_N^{1/2} V_{k+1,N}\|_F$ can be easily computed (estimated). If $||R_{k+1}||_F$ can be estimated, too, bounds on $\kappa_{F,\Omega_N}(V_{k+1,N})$ can be obtained. Indeed for $p_j = T_j$, if $\tau$ is real and $\tau = 0$ or $|\tau| \geq 1$, tight bounds on $||R_{k+1}||_F$ are indeed available [17].
3. Frank’s example

In Frank’s example [7],

\begin{equation}
A = \begin{pmatrix}
1 & -1 \\
-1 & 2 & -1 \\
& \ddots & \ddots & \ddots \\
& & -1 & 2 & -1 \\
& & & -1 & 2 \\
\end{pmatrix} \in \mathbb{R}^{N \times N}.
\end{equation}

A admits an analytical eigen-decomposition (2.4). Frank [7] credited this close expression

\begin{equation}
\theta_j = \frac{2j - 1}{2N + 1} \pi, \quad \lambda_j = 2 - 2 \cos \theta_j \quad \text{for } 1 \leq j \leq N
\end{equation}

to Young [29] who, presumably, found closed formulas for the associated eigenvectors, too. But we do not have access to Young [29]. In any case, it can be computed that the entries of the $j$th eigenvector are

\[ Q(i,j) = \frac{2}{\sqrt{2N + 1}} \cos \left( \frac{\pi (2i - 1)(2j - 1)}{2(2N + 1)} \right) \quad \text{for } 1 \leq i \leq N. \]

For this example, we shall take $p_m = T_m$, $\omega = -2$, $\tau = 1$, and $\Omega_N = I_N$ in the framework in Section 2.

**Lemma 3.1.** For $\theta_j = \frac{2j - 1}{2N + 1} \pi$ and integer $\ell$,

\begin{equation}
\sum_{k=1}^{N} \cos \ell \theta_k = \begin{cases} 
(-1)^m N, & \text{if } \ell = m(2N + 1) \text{ for some integer } m, \\
\frac{1}{2}, & \text{if } \ell \text{ is odd, but } \ell \neq m(2N + 1) \text{ for any integer } m, \\
-\frac{1}{2}, & \text{if } \ell \text{ is even, but } \ell \neq m(2N + 1) \text{ for any integer } m.
\end{cases}
\end{equation}

**Proof.** If $\ell = m(2N + 1)$ for some integer $m$, then $\ell \theta_k = m(2k - 1)\pi$ and thus $\cos \ell \theta_k = (-1)^m$. Assume that $\ell \neq m(2N + 1)$ for any integer $m$. Set $\phi = \ell \pi/(2N + 1)$. We have [10, p.30]

\[ \sum_{k=1}^{N} \cos \ell \theta_k = \sum_{k=1}^{N} \cos(2k - 1)\phi = \frac{1}{2} \sin \frac{2N\phi}{\sin \phi}. \]

Now notice $\sin 2N\phi = \sin(\ell \pi - \phi) = -(-1)^{\ell} \sin \phi$ to conclude the proof. \(\square\)

**Lemma 3.2.** Set $p_m = T_m$, $\omega = -2$, $\tau = 1$, and $\Omega_N = I_N$ in (2.8). Let $\Upsilon = P_N\Omega_N P_N^T$ be defined as in (2.20), and let $w \in \mathbb{R}^n$ whose odd entries are 1 and even entries are $-1$. Then

\begin{equation}
\Upsilon = \Theta - \frac{1}{\Theta} w w^T, \quad \Theta = \frac{2N + 1}{4} \text{diag}(2,1,1,\ldots).
\end{equation}

Allow $\Theta$ and $w$ to have generic sizes but otherwise the same. We still have

\begin{equation}
\Upsilon_{(1:k+1,1:k+1)} = \Theta - \frac{1}{\Theta} w w^T = \Theta^{1/2} \left( I_{k+1} - \frac{1}{2} \Theta^{-1/2} w w^T \Theta^{-1/2} \right) \Theta^{1/2},
\end{equation}

and thus

\begin{equation}
\frac{2(N - k)}{2N + 1} \Theta \leq \Upsilon_{(1:k+1,1:k+1)} \leq \Theta.
\end{equation}
Proof. For $0 \leq i, j \leq N - 1$,

\[
(P_N P_N^T)_{(i+1,j+1)} = \sum_{k=1}^{N} (P_N)_{(i+1,k)} (P_N^T)_{(k,j+1)}
\]

\[
= \sum_{k=1}^{N} T_i(t_k) T_j(t_k)
\]

\[
= \sum_{k=1}^{N} \cos i \theta_k \cos j \theta_k
\]

(3.7)

Consider $\ell = i \pm j$ in Lemma 3.1, and $0 \leq i, j \leq N - 1$. Since $0 \leq i + j \leq 2N - 2$ and $-N + 1 \leq i - j \leq N - 1$, for some integer $m$

\[
i + j = m(2N + 1) \iff i = j = 0;
\]

\[
i - j = m(2N + 1) \iff i = j.
\]

(3.8)

(3.9)

It can then be verified that

\[
(3.10) \quad \Upsilon_{(i+1,j+1)} = \begin{cases} 
N, & \text{for } i = j = 0, \\
\frac{2N-1}{4}, & \text{for } 0 \neq i = j, \\
-1/2, & \text{for } i \neq j, \text{both odd or even,} \\
1/2, & \text{for } i \neq j, \text{one odd and one even.}
\end{cases}
\]

This proves (3.4) and (3.5). Next we notice

\[
\|\Theta^{-1/2} w\|_2^2 = \frac{2}{2N + 1} + k \times \frac{4}{2N + 1} = \frac{2(2k + 1)}{2N + 1},
\]

to get

\[
I_{k+1} - \frac{1}{2} \Theta^{-1/2} w w^T \Theta^{-1/2} \geq \left(1 - \frac{1}{2} \|\Theta^{-1/2} w\|_2^2\right) I_{k+1} = \frac{2(N-k)}{2N+1} I_{k+1},
\]

and thus $\Upsilon_{(1:k+1,1:k+1)} \geq \frac{2(N-k)}{2N+1} \Theta$. On the other hand, $\Upsilon_{(1:k+1,1:k+1)} \leq \Theta$. □

Theorem 3.1. For $V_{k+1,N}$ with the eigenvalues (3.2) of Frank matrix (3.1) as its nodes,

\[
\frac{1}{\sqrt{N}} \sqrt{\frac{N-k}{2k+1}} \leq \min_{|u(1)|=1} \frac{\|V_{k+1,N}^T u\|_2}{\sqrt{N}} \leq \frac{1}{\sqrt{N}} \sqrt{\frac{2N+1}{2(2k+1)}},
\]

(3.11)

\[
\min_{|u(1)|=1} \frac{\|V_{k+1,N}^T u\|_2}{\sqrt{N}} = \frac{1}{\sqrt{N}} \sqrt{\frac{(2N+1)(N-k)}{2(2k+1)(N-k)+1}}.
\]

(3.12)

The right-hand side of (3.12) is very close to the upper bound in (3.11).

Proof. Set $p_m = T_m$, $\omega = -2$, $\tau = 1$, and $\Omega_N = I_N$ in (2.8). Lemma 3.2 says that (2.21) holds with $\gamma_{k+1} = \frac{2(N-k)}{2N+1}$, $\Gamma_{k+1} = 1$, and $D_{k+1} = \Theta^{-1}$ which, substituted into (2.26) and (2.27), yield (3.11), since

\[
\Phi_{k+1} = \sum_{j=0}^{k} d_j |T_j(1)|^2 = \frac{2(2k+1)}{2N+1}.
\]
To prove (3.12), we have, by Sherman-Morrison formula [6, p.95],

$$
\begin{align*}
[\Upsilon (1:k+1,1:k+1)]^{-1} & = \Theta^{-1} + \frac{1}{2} \Theta^{-1}w w^T \Theta^{-1} \frac{1}{1 - w^T \Theta^{-1} w/2} \\
& = \frac{4}{2N+1} \left( \text{diag}(2^{-1},1,1,\ldots) + \frac{1}{N-k} z z^T \right),
\end{align*}
$$

where $z = (2^{-1},-1,1,-1,1,\ldots)^T$. Let $y = R^T_{k+1} e_1 = (1,1,\ldots,1)^T$, and then $y^T z = (-1)^k/2$. By (2.25), we have

$$
e^T_1 (V_{k+1,N} V_{k+1,N}^T)^{-1} e_1 = \frac{4}{2N+1} \left( \frac{1}{2} + k + \frac{1}{N-k} \frac{1}{4} \right) = \frac{2(2k+1)(N-k)+1}{(2N+1)(N-k)},
$$

and hence (3.12) because of (2.23).

(3.11) and (3.12) indicate slow convergence of any method that seeks approximations from $K_k(A,b)$ (if $g = Q^* b$ or $A^{-1/2}Q^* b$ does not have extremely tiny entries). Figure 3.1 plots the exact value in (3.12), its lower and upper bounds by (3.11), and the upper bound by (2.7). Notice that the relative residuals can only be reduced by as much as a factor of about $10^{-1}$ at $k = 49$ in Figure 3.1 (and of course the exact solution at $k = 50$ since then the search space is the entire $\mathbb{C}^N$ – a situation that is not very interesting practically).

We commented at the beginning of this paper that there are actually two reasons contributing to the slow convergence by any method on this $A$ that seeking...
approximations from $K_k(A, b)$ – the eigenvalue distribution and the condition number. Let us now examine the two. The zeros of translated Chebyshev polynomial $T_N(x/\omega + \tau) = T_N(1 - x/2)$ are $\left\{ 2 - 2 \cos \frac{2(j - 1)\pi}{2N + 1} \right\}_{j=1}^{N}$ which distribute on $(0, 4)$ in much the same way as the eigenvalues $\left\{ 2 - 2 \cos \frac{2(j - 1)\pi}{2N + 1} \right\}_{j=1}^{N}$ here in the example for large $N$. At the same time, the condition number $\kappa(A) = \lambda_N/\lambda_1 \approx 16N^2/\pi^2$ rapidly increases proportionally to $N^2$.

4. The model problem

Discretizing the following one-dimensional Poisson’s equation
\[- d^2v(x) \over dx^2 = f(x), \quad \text{for } 0 < x < 1,\]
v(0) = v(1) = 0,
leads to a linear system $Ax = b$, so-called the model problem [6, p.267], with
\[
A = \begin{pmatrix}
2 & -1 & & & \\
-1 & 2 & -1 & & \\
& \ddots & \ddots & \ddots & \\
& & -1 & 2 & -1 \\
& & & -1 & 2
\end{pmatrix} \in \mathbb{R}^{N \times N}.
\]

$A$ admits an analytical eigen-decomposition (2.4), too. In fact [6, 23],
\[
\theta_j = \frac{j \pi}{N + 1}, \quad \lambda_j = 2 - 2 \cos \theta_j \quad \text{for } 1 \leq j \leq N
\]
and the corresponding $j$th eigenvector is
\[
Q_{(i,j)} = \frac{2}{\sqrt{N + 1}} \sin \left( \frac{\pi ij}{N + 1} \right) \quad \text{for } 1 \leq i \leq N.
\]
For this example, we shall take, in Section 2, either $p_m = T_m$ or $U_m$, $\omega = -2$, $\tau = 1$, and either $\Omega_N = I_N$ or $\Omega_N = \text{diag}(\sin \theta_1, \ldots, \sin \theta_N)$.

In [23], three close expressions for CG residuals for three special right-hand sides were explicitly computed through clever, albeit complicated, trigonometric function manipulations. In our notation, equivalently, the computations there are for minimization problem (2.5) with
\[
g(j) = 2 \sin^{1-\beta} \frac{\theta_j}{2}, \quad 1 \leq j \leq N, \quad \text{for } \beta = 0, 1, 2.
\]
In this section, we shall apply our general framework to solve (2.5) for $|g(j)| = 2$ corresponding to $\beta = 1$ [23]. This will provide a different approach that appears to be less complicated.

Recently Liesen and Tichý [21] studied a slightly more general case: $A$ is the same as in (4.1), except for its diagonal entries which are replaced by $2(1+\delta)$, where $\delta \geq 0$. They were able to establish bounds mostly for $k = N - 1$, the next-to-last iteration. Our technique below works equally well for this more general case for all iteration steps. Detail will be published elsewhere.

Recall Remark 2.2 for $t_j$ being the zeros of an orthogonal polynomial. It turns out $t_j$ here are the zeros of $U_N(t)$ [1, p.889]. This enables us to produce close

\footnote{Since the constant factor 2 can and will be cancelled, we actually consider equivalently the case $|g(j)| = 1$.}
formulas for CG residuals for a particular $g$, other than those in (4.3) considered by [23], in a much simpler way. We shall do so in Theorem 4.2.

**Lemma 4.1.** For $\theta_j = \frac{j}{N+1} \pi$ and integer $\ell$, 

$$\sum_{k=1}^{N} \cos \ell \theta_k = \begin{cases} N, & \text{if } \ell = 2m(N+1) \text{ for some integer } m, \\ 0, & \text{if } \ell \text{ is odd}, \\ -1, & \text{if } \ell \text{ is even, but } \ell \neq 2m(N+1) \text{ for any integer } m. \end{cases}$$  

(4.4) 

Proof: If $\ell = 2m(N+1)$ for some integer $m$, then $\ell \theta_k = 2mk\pi$ and thus $\cos \ell \theta_k = 1$. Assume that $\ell \neq 2m(N+1)$ for any integer $m$. Set $\phi = \ell \pi/(N+1)$. We have [10, p.30] 

$$\sum_{k=1}^{N} \cos \ell \theta_k = \sum_{k=1}^{N} \cos k\phi = \cos\frac{N+1}{2} \phi \times \frac{\sin \frac{N\phi}{2}}{\sin \frac{\phi}{N}}.$$ 

Now notice $\cos\frac{N+1}{2} \phi = \cos\frac{\ell}{2} \pi = 0$ for odd $\ell$ and $(-1)^{\ell/2}$ for even $\ell$, and $\sin\frac{N\phi}{2} = \sin\left(\frac{\ell}{2} \pi - \phi\right) = -(-1)^{\ell/2} \sin \phi$ for even $\ell$ to conclude the proof. □

**Lemma 4.2.** Set $p_m = T_m$, $\omega = -2$, $\tau = 1$, and $\Omega_N = I_N$ in (2.8). Let $\Upsilon = P_N \Omega_N P_N^T$ be defined as in (2.20), and let $e_{\text{odd}}$ and $e_{\text{even}}$ be two column vectors defined as: all the odd entries of $e_{\text{odd}}$ are ones and the even entries are zeros, and all the odd entries of $e_{\text{even}}$ are zeros and the even entries are ones. Then 

$$\Upsilon = \Theta - e_{\text{odd}} e_{\text{odd}}^T - e_{\text{even}} e_{\text{even}}^T, \quad \Theta = \frac{N+1}{2} \text{diag}(2,1,1,\ldots).$$  

(4.5) 

Allow $\Theta$, $e_{\text{odd}}$, and $e_{\text{even}}$ to have generic sizes but otherwise the same. We still have 

$$\Upsilon_{(1:k+1,1:k+1)} = \Theta - e_{\text{odd}} e_{\text{odd}}^T - e_{\text{even}} e_{\text{even}}^T$$  

(4.6) 

and thus 

$$\frac{N-2\lfloor k/2 \rfloor}{N+1} \Theta \leq \Upsilon_{(1:k+1,1:k+1)} \leq \Theta.$$  

(4.7) 

Proof. For $0 \leq i, j \leq N-1$, (3.7) with $\theta_j$ defined here remains valid. Consider now $\ell = i \pm j$, and $0 \leq i, j \leq N-1$. Since $0 \leq i+j \leq 2N-2$ and $-N+1 \leq i-j \leq N-1$, for some integer $m$ 

$$i+j = 2m(N+1) \iff i = j = 0;$$  

(4.9) 

$$i-j = 2m(N+1) \iff i = j.$$  

(4.10) 

It can then be verified that 

$$\Upsilon_{(i+1,j+1)} = \begin{cases} N, & \text{for } i = j = 0, \\ \frac{N-1}{2}, & \text{for } 0 \neq i = j, \\ -1, & \text{for } i \neq j, \text{ both odd or even}, \\ 0, & \text{for } i \neq j, \text{ one odd and one even}. \end{cases}$$  

(4.11) 

This gives (4.5) – (4.7). Let $\lfloor k/2 \rfloor$ be the largest integer that is no bigger than $k/2$, and $\lceil k/2 \rceil$ the smallest integer that is no less than $k/2$. Note that $\Theta^{-1/2} e_{\text{odd}}$ and $\Theta^{-1/2} e_{\text{even}}$ are orthogonal, and that 

$$\|\Theta^{-1/2} e_{\text{odd}}\|_2^2 = \frac{1}{N+1} + \frac{2}{N+1} \left\lfloor \frac{k}{2} \right\rfloor,$$  

$$\|\Theta^{-1/2} e_{\text{even}}\|_2^2 = \frac{2}{N+1} \left\lceil \frac{k}{2} \right\rceil.$$  

(4.12)
to get (notice that \(\|\Theta^{-1/2}e_{\text{odd}}\|_2^2 \geq \|\Theta^{-1/2}e_{\text{even}}\|_2^2\))

\[
I_{k+1} - \frac{1}{2} \Theta^{-1/2} (e_{\text{odd}} e_{\text{odd}}^T + e_{\text{even}} e_{\text{even}}^T) \Theta^{-1/2} \geq \left(1 - \frac{2\lfloor k/2\rfloor + 1}{N + 1}\right) I_{k+1}
\]

\[
= \frac{N - 2\lfloor k/2\rfloor}{N + 1} I_{k+1},
\]

and thus \(\Upsilon_{(1:k+1,1:k+1)} \geq \frac{N - 2\lfloor k/2\rfloor}{N + 1} \Theta\). On the other hand, \(\Upsilon_{(1:k+1,1:k+1)} \leq \Theta\). \(\square\)

**Theorem 4.1.** For \(V_{k+1,N}\) with the eigenvalues (4.2) of model matrix (4.1) as its nodes,

\[
(4.12) \quad \frac{1}{\sqrt{N}} \sqrt{N - 2\lfloor k/2\rfloor} \leq \min_{|u_{(i)}|=1} \frac{\|V_{k+1,N}^T u\|_2}{\sqrt{N}} \leq \frac{1}{\sqrt{N}} \sqrt{N + 1}.
\]

\[
(4.13) \quad \min_{|u_{(i)}|=1} \frac{\|V_{k+1,N}^T u\|_2}{\sqrt{N}} = \frac{1}{\sqrt{N}} \left(\frac{2k + 1}{N + 1} + \frac{1}{N + 1} \left(\frac{(k + 1)^2}{N - k} + \frac{k^2}{N - k + 1}\right)\right)^{-1/2}.
\]

The right-hand side of (4.13) is very close to the lower bound in (4.12).

**Proof.** Set \(p_m = T_m\), \(\omega = -2\), \(\tau = 1\), and \(\Omega_N = I_N\) in (2.8). Lemma 4.2 says that (2.21) holds with \(\gamma_{k+1} = \frac{N - 2\lfloor k/2\rfloor}{N + 1}\), \(\Gamma_{k+1} = 1\), and \(D_{k+1} = \Theta^{-1}\) which, substituted into (2.26) and (2.27), yield (4.12) since \(\Phi_{k+1} = \sum_{j=0}^k d_j |T_j(1)|^2 = \frac{2k + 1}{N + 1}\).

For \(k \geq 1\), by Sherman-Morrison-Woodbury formula [6, p.95],

\[
\left[\Upsilon_{(1:k+1,1:k+1)}\right]^{-1} = \Theta^{-1} + \Theta^{-1} W (I_2 - W^T \Theta^{-1} W)^{-1} W^T \Theta^{-1},
\]

where \(W = (e_{\text{odd}}, e_{\text{even}})\). Let \(y = R_{k+1}^T e_1 = (1,1,\ldots,1)^T\). We need to evaluate \(y^T \left[\Upsilon_{(1:k+1,1:k+1)}\right]^{-1} y\). To this end, we notice

\[
y^T \Theta^{-1} = \frac{2}{N + 1} (2^{-1}, 1, 1, \ldots),
\]

\[
y^T \Theta^{-1} y^T = \frac{2}{N + 1} \left(\frac{1}{2} + \frac{k}{2}\right) = \frac{2k + 1}{N + 1},
\]

\[
y^T \Theta^{-1} W = \frac{2}{N + 1} \left(\frac{1}{2} + \left\lfloor\frac{k}{2}\right\rfloor, \frac{k}{2}\right) = \frac{1}{N + 1} \left(\frac{2}{2} + 1, 2 \left\lfloor\frac{k}{2}\right\rfloor\right),
\]

\[
W^T \Theta^{-1} W = \frac{2}{N + 1} \left(\frac{1}{2} + \frac{k}{2}, 0, \frac{k}{2}\right) = \frac{1}{N + 1} \left(\frac{2}{2} + 1, 0, \frac{k}{2}\right),
\]

\[
I_2 - W^T \Theta^{-1} W = \frac{1}{N + 1} \left(n - 2 \left\lfloor\frac{k}{2}\right\rfloor, 0, n - 2 \left\lfloor\frac{k}{2}\right\rfloor + 1\right).
\]

Finally

\[
y^T \left[\Upsilon_{(1:k+1,1:k+1)}\right]^{-1} y = \frac{2k + 1}{N + 1} + \frac{1}{N + 1} \left(\frac{(2\lfloor k/2\rfloor + 1)^2}{N - 2\lfloor k/2\rfloor} + \frac{4\lfloor k/2\rfloor^2}{N - 2\lfloor k/2\rfloor + 1}\right)
\]

\[
= \frac{2k + 1}{N + 1} + \frac{1}{N + 1} \left(\frac{(k + 1)^2}{N - k} + \frac{k^2}{N - k + 1}\right),
\]

and hence (4.13). \(\square\)
Equation (4.13) has already been obtained via an direct optimization approach. (4.12) and (4.13) also show slow convergence of any method that seeks approximations from $K_k(A,b)$. Figure 4.1 plots the exact value in (4.13), its lower and upper bounds by (4.12), and the upper bound by (2.7).

**Theorem 4.2.** Let $\Omega_N = \text{diag}(\sin^2 \theta_1, \ldots, \sin^2 \theta_N)$. For $V_{k+1,N}$ with the eigenvalues (4.2) of model matrix (4.1) as its nodes,

$$
\min_{|u^{(1)}|=1} \frac{\|V_{k+1,N}^* u\|_2}{\sqrt{N}} \quad \text{vs.} \quad \text{its lower and upper bounds for the model example: lower bounds nearly the same as actuals.}
$$

$$
\begin{align*}
\min_{|u^{(1)}|=1} \left\| \frac{V_{k+1,N}^* u}{\sqrt{N}} \right\|_2 &= \sqrt{\frac{6}{(2k+3)(k+2)(k+1)}}.
\end{align*}
$$

**Proof.** Set $p_m = U_m$, $\omega = -2$, $\tau = 1$, and $\Omega_N = \text{diag}(\sin^2 \theta_1, \ldots, \sin^2 \theta_N)$ in (2.8). $Y = P_N \Omega_N P_N^T = \frac{N+1}{2} I$ because $\omega_j = \sin^2 \theta_j$ are the scaled weights in the associated Gaussian quadrature rule [1, p.889]. Similarly to (2.24) and (2.25), we have

$$
\begin{align*}
\varepsilon_1^T (V_{k+1,N} \Omega_N V_{k+1,N}^T)^{-1} \varepsilon_1 &= \frac{2}{N+1} \varepsilon_1^T R_{k+1} R_{k+1}^T \varepsilon_1 \\
&= \frac{2}{N+1} \sum_{j=0}^{k} |U_j(1)|^2 \\
&= \frac{2}{N+1} \sum_{j=0}^{k} (j+1)^2 \\
&= \frac{2}{N+1} \frac{(2k+3)(k+2)(k+1)}{6}.
\end{align*}
$$
Use the summation formula [10, p.30] to get \( \sum_{j=1}^{N} \sin^2 \theta_j = \frac{N+1}{2}. \) (4.14) is now a consequence of (2.28).

5. Concluding Remarks

This paper analyzes two examples that are hard for CG, or any method that seeks (best possible) approximate solutions within the Krylov subspace \( \mathcal{K}_k(A,b) \).

Frank's example has a reputation of being "the hardest case for" CG [9], and the model example is in Demmel's textbook\(^3\) [6] to demonstrate effectiveness of various numerical methods for positive definite linear systems. Analytical formulas or extremely tight lower and upper bounds can be found for their residuals by CG or MINRES. That both problems are hard for CG is well-known, owing to their eigenvalue distribution and growing condition numbers in \( N \). One of our contributions here is the quantification of the fact.

We established a general framework that could be potential useful for analyzing certain linear systems. These include the case when \( A \)'s eigenvalues are \( \omega(t_j - \tau) \) \((1 \leq j \leq N)\), where \( \omega \neq 0 \) and \( \tau \) are two (complex) numbers, and \( t_j \) given as one of the following.

- \( t_j = \cos \frac{2j-1}{2N} \pi \) \((1 \leq j \leq N)\), zeros of \( T_N(t) \). Take \( p_m = T_m \) and \( \Omega_N = I_N \), and then \( P_N \Omega_N P_N^T = \frac{N}{2} \text{diag}(2,1,1,\ldots) \) [15, 16, 18].
- \( t_j = \cos \frac{j-1}{N} \pi \) \((1 \leq j \leq N)\), the extreme points of \( T_{N-1}(t) \) in \([-1,1]\). Take \( p_m = T_m \) and \( (\Omega_N)_{(1,1)} = (\Omega_N)_{(N,N)} = 1/2 \), \( (\Omega_N)_{(j,j)} = 1 \) for \( 1 \leq j < N \), and then \( P_N \Omega_N P_N^T = \frac{N-1}{2} \Omega_N^1 \) [15, 16, 18].
- \( t_j \) \((1 \leq j \leq N)\) are zeros of the \( N \)th orthogonal polynomial in an orthogonal polynomial family. Take \( p_m \) to be the \( m \)th orthogonal polynomial and \( \omega_j \) the weights in the associate Gaussian quadrature rule, and then \( P_N \Omega_N P_N^T \) is diagonal [8, 16].
- \( t_j = \cos \frac{2j-1}{N} \pi \) \((1 \leq j \leq N)\) as in Section 3.
- \( t_j = \exp(i \frac{j-1}{N} \pi) \) \((1 \leq j \leq N)\), where \( i = \sqrt{-1} \). Take \( p_m(t) = t^m \) and \( \Omega_N = I_N \), and then \( P_N \Omega_N P_N^T \) is diagonal.

It is possible to construct many more problems that are hard for CG or any Krylov subspace type method and justifiable by our framework. For example, if \( A \) has eigenvalues \( 1 + t_j \) \((1 \leq j \leq N)\) or \( 1 - t_j \) \((1 \leq j \leq N)\), where \( t_j \)'s are zeros of \( T_N(t) \), then

\[
\min_{[u(t)] = 1} \frac{\|V_{k+1,N}u\|_2}{\sqrt{N}} = \sqrt{\frac{1}{2k+1}}.
\]
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