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\begin{abstract}

The solution to a general Sylvester equation \(AX - XB = C\) with a low-rank right-hand side is analyzed quantitatively through the Low-rank Alternating-Directional-Implicit method (LR-ADI) with exact shifts. New bounds and perturbation bounds on \(X\) are obtained. A distinguished feature of these bounds is that they reflect the interplay between the eigenvalue decompositions of \(A\) and \(B\) and the right-hand side factors \(G\) and \(F\). Numerical examples suggest that because of this inclusion of details, new perturbation bounds are much sharper than the existing ones.
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1. Introduction

In this paper we consider the properties of the solution of the \(m \times n\) Sylvester equation

\[ AX - XB = C, \]  

where \(A\), \(B\), and \(C\) are \(m \times m\), \(n \times n\), and \(m \times n\), respectively, and an unknown matrix \(X\) is \(m \times n\). Eq. (1.1) has a unique solution if and only if \(A\) and \(B\) have no common eigenvalues, which will be assumed throughout this paper.

Sylvester equations appear frequently in many areas of applied mathematics. We refer the reader to the elegant survey by Bhatia and Rosenthal [1] and the references therein for a history of the equation and many interesting and important theoretical results. Sylvester equations are important in a number of applications such as matrix eigen-decompositions [2,3], control theory [4,5,3], model reduction [6–9], numerical solution of matrix differential Riccati equations [10–12], and many more.

There are several numerical algorithms for calculating the solution of Sylvester equations. The standard ones are the Bartels–Stewart algorithm [13] and the Hessian–Schur method first described by Enright [12], but more often attributed to Golub, Nash, and Van Loan [14]. Another computationally efficient approach for the case that both \(A\) and \(-B\) are (Hurwitz) stable, i.e., have all their eigenvalues in the open left half plane, is the sign function method [15], or the Smith method [16]. All these methods are efficient for dense matrices \(A\) and \(B\).

However, recent interest is directed more towards large and sparse matrices \(A\) and \(B\), and \(C = GF^*\) with very low rank, where \(G\) and \(F\) have only a few columns. For dense \(A\) and \(B\), an approach based on the sign function method is suggested in [17] that exploits the low-rank structure of \(C\). This approach is further used in [18] in order to solve large-scale Sylvester equations with data-sparse \(A\) and \(B\), i.e., dense matrices \(A\) and \(B\) that can be represented by \(\mathcal{O}(n \log(n))\) data.

On the other hand, the problem for the sensitivity of the solution of the Sylvester equation is also a widely studied one. There are several books which contain results on this, e.g., [19–21]. Our main concern is how the solution will behave when \(C\) is a low-rank matrix. Our investigation is through applying Low-rank Alternating-Directional-Implicit method (LR-ADI) introduced in [22] (and in [23] with more details) with exact shifts, i.e., all or part of the eigenvalues of \(A\) and \(B\). This method is a proper extension of the Cholesky factor ADI for Lyapunov equations in [24–27]. Our results show that the low-rank right-hand side of the Sylvester equation can sometimes greatly influence the norm of \(X\) and how it changes in the face of perturbations. The bound on the norm of \(X\) can be considered as a proper generalization of the results from [28].
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Notation. Throughout this paper, \( C^{n \times m} \) is the set of all \( n \times m \) complex matrices, \( C^\mathbb{R} = C^{\mathbb{R} \times \mathbb{R}} \), and \( C = C^1 \). Similarly define \( \mathbb{R}^{n \times m}, \mathbb{R}^n, \) and \( \mathbb{R} \) except replacing the word complex by real. \( I_n \) (or simply \( I \) if its dimension is clear from the context) is the \( n \times n \) identity matrix, and \( e_i \) is its \( i \)th column. The superscript \( ^{-1} \) takes conjugate transpose while \( ^\top \) takes transpose only. We shall also adopt MATLAB-like convention to access the entries of vectors and conjugate transpose while \( ^\top \) earlier in the sense that it takes much fewer than \( \min \{ n, m \} \) of \( C \).

2. Low-rank ADI for Sylvester equation

Our first result is a generalization of the main results from [28], where some new estimates for the eigenvalue decay rate of the Lyapunov equation \( AX = XB \) with a low-rank right-hand side \( C \) has been derived. Our main result will be a bound on the norm of the solution of the m \( \times n \) Sylvester equation

\[
AX - XB = GF^*,
\]

where \( A, B, G \) and \( F \) are \( m \times n, n \times m, n \times n, \) and \( n \times n \), respectively, and unknown matrix \( X \) is \( m \times n \). It is assumed \( r \ll \min \{ m, n \} \).

But before we continue, we will briefly describe the Low-Rank Alternating-Direction-Implicit (LR-ADI) method for solving Sylvester equation \( (2.1) \) (more details can be found in [23] or [22]).

Given two sets of parameters \( \{ \alpha_i \} \) and \( \{ \beta_i \} \), the ADI iteration for iteratively solving \( (2.1) \) goes as follows: For \( i = 0, 1, \ldots \),

1. solve \( (A - \beta_i I)X_{i+1/2} = X_i (B - \beta_i I) + C \) for \( X_{i+1/2} \);
2. solve \( X_{i+1} (B - \alpha_i I) = (A - \alpha_i I)X_{i+1/2} - C \) for \( X_{i+1} \);

for given initial guess \( X_0 \) which is assumed to be 0 in this paper. A straightforward implementation for ADI can be given based on this.

Note that parameters \( \{ \alpha_i \} \) and \( \{ \beta_i \} \) in (LR-ADI) method for solving Sylvester equation \( (2.1) \) should be chosen such that \( \alpha_i \neq \beta_i \) for all \( i \). In the case of the Lyapunov equation \( AX + XB = C \) with the stable matrix \( A \) parameters \( \{ \alpha_i \} \) should be chosen such that \( \text{Re}(\alpha_i) < 0 \) for all \( i \) and \( \beta_i = -\alpha_i \), where \( \text{Re}(z) \) means real part of \( z \).

Expressing \( X_{i+1} \) in terms of \( X_i \), we have

\[
X_{i+1} = (\beta_i - \alpha_i)(A - \beta_i I)^{-1}C(B - \alpha_i I)^{-1} + (A - \alpha_i I)(A - \beta_i I)^{-1}X_i (B - \beta_i I)(B - \alpha_i I)^{-1},
\]

and the error equation

\[
X_{i+1} - X_i = (A - \alpha_i I)(A - \beta_i I)^{-1}(X_i - X)(B - \beta_i I)(B - \alpha_i I)^{-1},
\]

where \( X \) denotes the exact solution. If convergence occurs much earlier in the sense that it takes much fewer than \( \min \{ m, n \}/r \) steps, then ADI in the factored form as below would be more economical. Let \( X_i = Z_i D_i Y_i^* \). We have

\[
X_{i+1} = ((A - \beta_i I)^{-1}G (A - \alpha_i I)(A - \beta_i I)^{-1}Z_i)
\times \left( (\beta_i - \alpha_i I) D_i \right)
\times \left( F^*(B - \beta_i I)(B - \alpha_i I)^{-1} \right),
\]

where

\[
Z_{i+1} = ((A - \beta_i I)^{-1}G (A - \alpha_i I)(A - \beta_i I)^{-1}Z_i),
\]

\[
D_{i+1} = \left( (\beta_i - \alpha_i I) \right),
\]

\[
Y_{i+1}^* = (F^*(B - \beta_i I)(B - \alpha_i I)^{-1}),
\]

After renaming the parameters \( \{ \alpha_i \} \) and \( \{ \beta_i \} \) as in [23] or [22], and using the fact that \( Z_0 = 0 \) and \( Y_0 = 0 \), we can write

\[
Z_k = \left( Z^{(1)} \right)^2 \ldots Z^{(k)},
\]

with

\[
Z^{(1)} = (A - \beta_1 I)^{-1}G,
\]

\[
Z^{(i+1)} = (A - \alpha_i I)(A - \beta_i I)^{-1}Z^{(i)},
\]

\[
= Z^{(i)} + ((\beta_i - \alpha_i I)(A - \beta_i I)^{-1}Z^{(i)}),
\]

and \( Y_k = \left( y^{(2)} \right)^2 \ldots y^{(k)} \),

with

\[
y^{(1)+*} = F^*(B - \alpha_1 I)^{-1},
\]

\[
y^{(i+1)+*} = y^{(i+1)*}(B - \alpha_i I)^{-1}(B - \beta_i I),
\]

\[
y^{(i)+*} = (\alpha_i - \beta_i)Y^{(i)*}(B - \alpha_i I)^{-1}.
\]

Combining these expressions yields

\[
X_k = Z_k D_k Y_k^* , \quad D_k = \text{diag} ((\beta_1 - \alpha_1 I), \ldots , (\beta_k - \alpha_k I)) ,
\]

or

\[
X_k = \sum_{j=1}^{k} (\beta_j - \alpha_j) Z_j Y^{(j)+*} . \tag{2.5}
\]

Formulas \( (2.3)\)–\( (2.5) \) yields a new method for solving Sylvester equation \( (2.1) \) (see [23] or [22]) which is a natural extension of CF-ADI [24] and LR-ADI [25,26] for stable Lyapunov equations. Note that in the case of the low-rank matrices on the right-hand side of Sylvester equation \( (2.1) \), one can usually expect that the approximate solution \( (2.5) \) has a small rank too.

3. The diagonalizable case

In this section, we will present an upper bound on the norm of the solution of Sylvester equation \( (2.1) \) for diagonalizable matrices \( A \) and \( B \), an error bound for the \( k \)th LR-ADI solution with exact shifts, and a first order perturbation bound when \( A, B, G, F \) are perturbed slightly.

Suppose \( A \) and \( B \) are diagonalizable, i.e.,

\[
A = S \Lambda S^{-1}, \quad A = \text{diag}(\lambda_1, \ldots, \lambda_m), \tag{3.1}
\]

\[
B = T \Omega T^{-1}, \quad \Omega = \text{diag}(\mu_1, \ldots, \mu_n). \tag{3.2}
\]

Then the \((i+1)\text{st}) \) block of \( Z_k \) and \( Y_k^* \) can be written as

\[
Z^{(i+1)} = S(A - \alpha_i I)(A - \beta_i I)^{-1}S^{-1}Z^{(i)}, \tag{3.3}
\]

\[
y^{(i)+*} = Y^{(i)*}T(\Omega - \alpha_i I)^{-1}(\Omega - \beta_i I)T^{-1}. \tag{3.4}
\]

Define

\[
\Delta_i = (A - \alpha_i I)(A - \beta_i I)^{-1}, \quad (\Delta_i)_{i,j} = \frac{\lambda_j - \alpha_i}{\lambda_j - \beta_i},
\]

\[
\Theta_i = (\Omega - \beta_i I)(\Omega - \alpha_i I)^{-1}, \quad (\Theta_i)_{i,j} = \frac{\mu_j - \beta_i}{\mu_j - \alpha_i}.
\]
Eqns. (3.3) and (3.4) imply
\[
\begin{align*}
\sigma^{(i+1)} &= \sigma^{(0)} \circ \left( (A - \alpha_i I) (A - \beta_i I) \right)^{-1} (A - \alpha_i I) (A - \beta_i I)^{-1} \\
&\quad \times \left( (A - \alpha_i I) (A - \beta_i I) \right)^{-1} (A - \beta_i I)^{-1} S^{-1} G
\end{align*}
\]
\[
\begin{align*}
y^{(i+1)*} &= F^* T \left( (A - \alpha_i I) (A - \alpha_i I)^{-1} (A - \alpha_i I) \right)^{-1} (A - \beta_i I)^{-1} \\
&\quad \times \left( (A - \alpha_i I) (A - \alpha_i I)^{-1} (A - \beta_i I) \right)^{-1}
\end{align*}
\]
where \( \circ \) is the entry-wise product of two matrices. It can be verified that the expressions for \( X \) in [9, Theorem 3.1] are essentially the same as (3.10). A simple consequence of (3.5) and (3.10) is
\[
W \circ (S^{-1} G F^* T) = \sum_{j=1}^{m} (\mu_{\eta_j} - \lambda_{\eta_j}) \phi^{(j)} \psi^{(j)}
\]
which is not at all obvious. The above equality also implies another nontrivial equality:
\[
\sum_{j=1}^{m} (\mu_j - \lambda_j) \frac{\sigma(i, j - 1)}{\lambda_i - \mu_j} \frac{\tau(j, j - 1)}{\mu_j - \lambda_{\eta_j}} = \frac{1}{\lambda_i - \mu_j}.
\]

Our first theorem gives an upper bound on the norm of the solution of Sylvester equation (2.1). But before we state the first theorem, we note that (2.2) implies that if \( \sigma^{(0)} \) contains all of \( A \)’s eigenvalues (multiple eigenvalues counted as many times as their algebraic multiplicities) or if \( \beta_i \) contains all of \( B \)’s eigenvalues, then \( X_{i+1} - X = 0 \). This is because, by the Cayley–Hamilton theorem, \( p(A) \equiv 0 \) for \( A \)’s characteristic polynomial \( p(\lambda) \equiv \det(\lambda I - A) \), and \( q(B) \equiv 0 \) for \( q(\lambda) \equiv \det(\lambda I - B) \). Choose parameters such that either \( \alpha_i = \lambda_{\eta_i} \) for \( i = 1, \ldots, m \), or \( \beta_i = \mu_{\eta_i} \) for \( j = 1, \ldots, n \), where \( \eta_i \) and \( \eta_j \) denote some permutations of indices 1, \ldots, \( m \) and 1, \ldots, \( n \), respectively. Then the solution \( X \) of Sylvester equation (2.1) can be written as
\[
X = X_0 = S \left( \sum_{j=1}^{m} (\mu_{\eta_j} - \lambda_{\eta_j}) \phi^{(j)} \psi^{(j)} \right) T^{-1},
\]
where
\[
\phi^{(j)} = \frac{\sigma(i, j - 1)}{\lambda_i - \mu_{\eta_j}}, \ldots, \frac{\sigma(m, j - 1)}{\lambda_m - \mu_{\eta_j}} \right) S^{-1} G,
\]
\[
\sigma(i, j - 1) = \sum_{i=1}^{m} \frac{\lambda_i - \mu_{\eta_j}}{\lambda_i - \mu_{\eta_i}}, \quad \sigma(i, 0) = 1, \quad i = 1, \ldots, m
\]
and
\[
\psi^{(j)} = F^* T \left( \frac{\tau(i, j - 1)}{\mu_j - \lambda_{\eta_j}}, \ldots, \frac{\tau(n, j - 1)}{\mu_n - \lambda_{\eta_j}} \right),
\]
\[
\tau(i, j - 1) = \sum_{i=1}^{n} \frac{\mu_j - \lambda_{\eta_j}}{\mu_i - \lambda_{\eta_j}}, \quad \tau(i, 0) = 1, \quad i = 1, \ldots, n.
\]
Before we state our first result, we like to emphasize that Eq. (3.5) is a proper generalization of the similar equation for the solution of the Lyapunov equation from [28]. Eq. (3.5) is obtained as a by-product of the ADI method from [22] or [23] for Sylvester equations. Another commonly used expression for \( X \), given eigendecompositions (3.1) and (3.2), is
\[
X = S[W \circ (S^{-1} G F^* T)] T^{-1}, \quad W = \left( \frac{1}{\lambda_j - \mu_j} \right) \in \mathbb{C}^{m \times n}.
\]
Proof. It follows form (2.5) that
\[ X_k = \sum_{j=1}^{k} (\mu_j - \lambda_j)Z^{(j)}Y^{(j)*}. \]
For \( k = n_0 \), we have
\[ X = X_{n_0} = \sum_{j=1}^{n_0} (\mu_j - \lambda_j)Z^{(j)}Y^{(j)*}. \]
Therefore
\[ X - X_k = \sum_{j=k+1}^{n_0} (\mu_j - \lambda_j)Z^{(j)}Y^{(j)*} = S \left( \sum_{j=k+1}^{n_0} (\mu_j - \lambda_j) \Phi^{(j)} \Psi^{(j)} \right) T^{-1}. \]
Inequality (3.12) is a consequence of taking the norms at both sides of the above equality.

Remark 3.2. The bound (3.12) can be used as an upper bound for the decay of singular values of the solution \( X \). One can find similar bounds in [29,30,28]. Especially, in the case of Lyapunov equations, it holds that
\[ \| X - X_k \| \leq \text{trace} (X) - \text{trace} (X_k), \]
thus (3.12) may be thought of as the generalization of [28, Theorem 3.1].

Example 3.1. The following example illustrates the quality of the bound (3.11). For simplicity, we will use some of Matlab notation: ones \((m,n) \in \mathbb{R}^{m \times n}\) has all entry 1 and ones \((n) \in \mathbb{R}^{1 \times n}\) has all entry 0. Let
\[ A = S \Lambda S^{-1}, \quad B = T \Omega T^{-1}, \quad \Omega = \Lambda + \text{diag(ones}(1,n)), \]
\[ T = 200 \text{ones}(n) + 0.5 \text{ones}(n). \]
We take \( n = 100, \)
\[ G = \text{ones}(n,2) + 10 \cdot [I_2; \text{zeros}(n-2,2)], \]
\[ F = 0.1 \cdot \text{ones}(n,2) - 10 \cdot [I_2; \text{zeros}(n-2,2)]. \]
It can be computed that
\[ \| X \| = 107.9026, \]
while the bound (3.11) gives
\[ \| X \| \leq 319.8178. \]
The bound would be tighter if the eigenvector matrices \( S \) and \( T \) are better-conditioned. On the other hand, the bound can be attained, by, e.g., \( A \) and \( B \) are diagonal (thus \( S = T = I \)) and \( F = G = (1,0,0,0,0,0,0,0,0,0) \).

3.2. Perturbation bound

We’ll present a perturbation bound for the solution of Sylvester equation (2.1) perturbed to
\[ (A + \delta A)(X + \delta X) - (X + \delta X)(B + \delta B) = (G + \delta G)(F + \delta F)^*. \]
Set
\[ \epsilon = \max \{ \| \delta A \|, \| \delta B \|, \| \delta G \|, \| \delta F \| \}, \]
and assume that it is sufficiently small. Neglecting the second order terms and subtracting the unperturbed Sylvester equation from the perturbed one yields
\[ A \delta X - \delta X B \approx G \delta F^* + \delta G F^* - \delta A X + X B \delta. \]
\[ \delta X \]
can then be approximated by \( \delta X \approx \delta X_1 + \delta X_2 + \delta X_3 \), where
\[ A \delta X_1 - \delta X_1 B = -\delta A X, \]
\[ A \delta X_2 - \delta X_2 B = -X \delta B, \]
\[ A \delta X_3 - \delta X_3 B = (G \delta F^* + \delta G F^*). \]
For (3.17), we again choose parameters either \( \alpha_i = \lambda_i \) for \( i = 1,\ldots, m \), or \( \beta_j = \mu_j \) for \( j = 1,\ldots, n \), to get
\[ \delta X_3 = S \left( \sum_{j=1}^{n_0} (\mu_j - \lambda_j) \Phi^{(j)} \Psi^{(j)} \right) T^{-1}, \]
(3.20)
where
\[ \Phi^{(j)} = \text{diag} \left( \frac{\sigma(1,j-1)}{\lambda_1 - \mu_j}, \ldots, \frac{\sigma(m,j-1)}{\lambda_m - \mu_j} \right) S^{-1} \delta A, \]
\[ \sigma(i,j-1) = \prod_{s=1}^{j-1} \frac{\lambda_s - \lambda_1}{\lambda_s - \mu_s}, \]
and
\[ \hat{\Psi}^{(j)} = \text{XT diag} \left( \frac{\tau(1,j-1)}{\mu_1 - \lambda_j}, \ldots, \frac{\tau(n,j-1)}{\mu_n - \lambda_j} \right), \]
\[ \tau(i,j-1) = \prod_{s=1}^{j-1} \frac{\mu_s - \mu_1}{\mu_s - \lambda_s}. \]
Define
\[ \Delta_{\phi^{(j)}} = \text{diag} \left( \frac{\sigma(1,j-1)}{\lambda_1 - \mu_j}, \ldots, \frac{\sigma(m,j-1)}{\lambda_m - \mu_j} \right), \]
\[ \Delta_{\phi^{(j)}} = \text{diag} \left( \frac{\tau(1,j-1)}{\mu_1 - \lambda_j}, \ldots, \frac{\tau(n,j-1)}{\mu_n - \lambda_j} \right), \]
and
\[ \sigma^{(j)}_{\max} = \| \Delta_{\phi^{(j)}} \| = \max_{i,j} | \frac{\sigma(i,j-1)}{\lambda_i - \mu_j} |, \]
\[ \tau^{(j)}_{\max} = \| \Delta_{\phi^{(j)}} \| = \max_{i,j} | \frac{\tau(i,j-1)}{\mu_i - \lambda_j} |. \]
Eq. (3.20) implies
\[ \| \delta X_1 \| \leq \sum_{j=1}^{n_0} |\mu_j - \lambda_j| \| S \Delta_{\phi^{(j)}} \| \| S^{-1} \delta A \| \| X \| \| T \Delta_{\phi^{(j)}} T^{-1} \|, \]
and thus
\[ \| \delta X_1 \| \leq \| S^{-1} \delta A \| \| S \| \kappa(T) \sum_{j=1}^{n_0} |\mu_j - \lambda_j| \tau^{(j)}_{\max} \sigma^{(j)}_{\max}, \]
(3.24)
Similarly for \( \delta X_2 \), we have by (3.18)
\[ \| \delta X_2 \| \leq \sum_{j=1}^{n_0} |\mu_j - \lambda_j| \| S \Delta_{\phi^{(j)}} S^{-1} \| \| \delta B T \| \| X \| \| \Delta_{\phi^{(j)}} T^{-1} \|, \]
and consequently
\[ \| \delta X_2 \| \leq \| \delta B T \| \| T^{-1} \| \kappa(S) \sum_{j=1}^{n_0} |\mu_j - \lambda_j| \tau^{(j)}_{\max} \sigma^{(j)}_{\max}. \]
Lastly for \(\delta X_3\), we have by (3.19)
\[
\|\delta X_3\| \leq \sum_{j=1}^{n_0} |\mu_j - \lambda_j||S\Delta_{\varphi_j}||S^{-1}(G\Phi + \delta G\Phi^*)T||T\Delta_{\varphi_j}^{-1}||
\]
which implies
\[
\|\delta X_3\| \leq \|S^{-1}(G\Phi + \delta G\Phi^*)T\|\|T\|^{-1}\|
\times \sum_{j=1}^{n_0} |\mu_j - \lambda_j| r_{\text{max}}^{(0)} r_{\text{max}}^{(0)}.
\]  
(3.26)

Finally use \(\|\delta X\| \leq \|\delta X_1\| + \|\delta X_2\| + \|\delta X_3\| + \mathcal{O}(\varepsilon^2)\) to arrive at a first order perturbation theorem below.

**Theorem 3.3.** Assume that \(A\) and \(B\) have the eigen-decompositions (3.1) and (3.2). Let \(X\) be the solution of the Sylvester equation (2.1) and let \(X + \delta X\) be the solution of the perturbed Sylvester equation (3.14). For sufficiently small \(\varepsilon\) defined by (3.15), we have
\[
\frac{\|\delta X\|}{\|X\|} \leq \left(\kappa(T)||S||\|S^{-1}\delta A\| + \kappa(S)||T^{-1}\|\|\delta B T\|\right) + \|S\|T^{-1}\\|S^{-1}(G\Phi + \delta G\Phi^*)T\|\|T\|^{-1}\|
\]
\[
\times \left(\|\Delta_{\varphi_1}\| + \|\Delta_{\varphi_2}\| + \|\Delta_{\varphi_3}\|\right) + \mathcal{O}(\varepsilon^2), \quad (3.27)
\]
where \(\gamma = \sum_{j=1}^{n_0} |\mu_j - \lambda_j| r_{\text{max}}^{(0)} r_{\text{max}}^{(0)} \) and \(r_{\text{max}}^{(0)} r_{\text{max}}^{(0)}\) are defined as in (3.23).

**Remark 3.3.** From (3.20) and similar equalities for \(\delta X_2\) and \(\delta X_3\), we can derive a different version of (3.27), too:
\[
\frac{\|\delta X\|}{\|X\|} \leq \sum_{j=1}^{n_0} |\mu_j - \lambda_j||S\Delta_{\varphi_j}||S^{-1}\|\|T\Delta_{\varphi_j}^{-1}\|
\]
\[
\times \left(\|\Delta_{\varphi_1}\| + \|\Delta_{\varphi_2}\| + \|\Delta_{\varphi_3}\|\right) + \mathcal{O}(\varepsilon^2), \quad (3.28)
\]
where diagonal matrices \(\Delta_{\varphi_1}\) and \(\Delta_{\varphi_j}\) are defined as in (3.21) and (3.22).

**Remark 3.4.** Using \(\|AB\|_F \leq \|A\|\|B\|\) and \(\|AB\|_F \leq \|A\|_F \|B\|\) (see for example [21, Theorem II.3.9]), one can obtain the following bound for the Frobenius norm
\[
\frac{\|\delta X\|}{\|X\|} \leq \left(\kappa(T)||S||\|S^{-1}\delta A\| + \kappa(S)||T^{-1}\|\|\delta B T\|\right) + \mathcal{O}(\varepsilon^2), \quad (3.28)
\]
As an illustration of the quality of the perturbation bound (3.28), we will present a comparison between this bound and two bounds from [20]. The first one is
\[
\frac{\|\Delta X\|}{\|X\|} \leq \sqrt{3}\Psi \varepsilon + \mathcal{O}(\varepsilon^2), \quad (3.29)
\]
where
\[
\Psi = \|P^{-1}(\alpha X^T \otimes I_m) - \beta(I_n \otimes X) - \delta I_{nm}\|/\|X\|_F, \quad P = I_k \otimes A - B^T \otimes I_m \quad \text{and} \quad \varepsilon = \max \left[\frac{\|\mu_j\|_\infty}{\|\mu_j\|_\infty}, \frac{\|\mu_j\|_\infty}{\|\mu_j\|_\infty}, \frac{\|\mu_j\|_\infty}{\|\mu_j\|_\infty}\right], \quad \text{while} \alpha, \beta \text{and} \delta \text{are scaling factors as in [20].}
\]

The second bound is a weaker version of (3.29):
\[
\frac{\|\Delta X\|}{\|X\|} \leq \sqrt{\phi} \varepsilon + \mathcal{O}(\varepsilon^2), \quad (3.30)
\]
where \(\phi = \|P^{-1}(\alpha + \beta X^T)\|/\|X\|_F\).

As pointed out in [20], the perturbation bound (3.30) with \(\alpha = \|A\|_F, \beta = \|B\|_F \) and \(\delta = \|C\|_F\) is the one that is usually quoted in the literature. For example this bound can also be found in [4]. Note that both (3.29) and (3.30) do not require diagonalizability, and, moreover, they do not require any knowledge of the spectral decompositions.

The following example compares our (3.28) with (3.29) and (3.30).

**Example 3.2.** Let \(A = S A S^{-1}\) with \(A = \text{diag}(30, 40, 60, 70, 90)\) and \(S = 5I_5 \pm 0.5 \text{ones}(5)\).

Let \(B = T \Omega T^{-1}\) with \(\Omega = \text{diag}(100, 200, 300, 400, 450)\) and \(T = \text{diag}(10^4, 10^5, 1, 1, 1)\) \(\cdot (I_5 + 0.1 \text{ones}(5))\).

Further,
\[
G = \begin{bmatrix} -10 & -60 & 0 & 0 & 0 \\ -60 & 400 & 0 & 0 & 0 \end{bmatrix}, \quad F = G.
\]

Perturbations are
\[
\delta B = 10^{-9} \cdot \text{diag}(10^{-5}, 10^{-5}, 1, 1, 1), \quad \delta A = 0, \quad \delta F = \delta G = 0.
\]

It can be computed that
\[
\frac{\|\Delta X\|}{\|X\|} = 2.0878 \cdot 10^{-12}, \quad (3.31)
\]
while the perturbation bound (3.29) and (3.30) give
\[
\frac{\|\Delta X\|}{\|X\|} \leq 1.188 \cdot 10^{-7}, \quad \frac{\|\Delta X\|}{\|X\|} \leq 2.5997 \cdot 10^{-7}, \quad (3.32)
\]
respectively. Here and in what follows, we use the approximate-less symbol \(\lesssim\) to indicate that it is a bound with the second term ignored. On the other hand the perturbation bound (3.28) gives
\[
\frac{\|\Delta X\|}{\|X\|} \leq 6.6112 \cdot 10^{-10}, \quad (3.33)
\]
which is much close to the exact (3.31) than (3.32) obtained by (3.29) and (3.30). This example illustrates that the structure of the matrices \(F\) and \(G\) from the right-hand side in Sylvester equation (2.1) sometimes can greatly influence the perturbation of the solution. ♦

We shall now explain this influence and present a reason why the perturbation bounds (3.27) and (3.28) prevail the bounds (3.29) and (3.30). Recall that all these bounds can be considered as the perturbation bounds for the solution of the linear system
\[
PX = c \quad \text{perturbed to} \quad (P + \delta P)(X + \delta X) = c + \delta c, \quad (3.34)
\]
where \(c = \text{vec}(C)\) is the column vector obtained by stacking the columns of \(C\) one after another with its first column on the top, followed by its second column and then third column and so on, and similarly \(\varepsilon + \delta c = \text{vec}(C + \delta C)\), and
\[
P = I_5 \otimes A - B^T \otimes I_m, \quad P + \delta P = I_5 \otimes (A + \delta A) - (B + \delta B)^T \otimes I_m, \quad \text{and} \otimes \text{denotes the Kronecker product. The reason why (3.27) and (3.28) prevail over the bounds (3.29) and (3.30) lies in the fact that they include the range of} \ P \text{and} \ P + \delta P \text{and the orientation of} \ \varepsilon \text{with the respect to the range of} \ P. \]

The last property (which illustrates the influence of the right-hand side) of the perturbation bounds can also be found in [31].
where Chan and Foulser obtained a result, when applied to (3.34), yielding
\[
\frac{\|\delta x\|}{\|x\|} \leq \frac{\sigma_{N+1-k}(P_{k}\|c\|)^{-1}}{\sigma_{N}} \frac{\|\delta c\|}{\|c\|},
\]
\[k = 1, 2, \ldots, N, \quad N = nm.
\] (3.35)
where \(\sigma_{1} \geq \cdots \geq \sigma_{N}\) are singular values of the matrix \(P_{k}\), and \(P = U\Sigma V^{T}\), and \(P_{k} = U_{k}U_{k}^{T}\), \(U_{k} = [u_{N+k+1-k}, \ldots, u_{N}]\).

The integer \(k\) is to be chosen so that the right-hand side of (3.35) is the smallest.

The bounds (3.28) and (3.35) are based on the similar ideas, although (3.28) is more general.

**Example 3.3.** In Example 3.2, reset the perturbations to,
\[
\delta B = 0, \quad \delta G = 10^{-6} \cdot \begin{pmatrix} 5 & 1 & 0 & 0 & 0 \\ 1 & 5 & 0 & 0 & 0 \end{pmatrix}^{T}, \quad \delta F = \delta G.
\]
Then \(\delta C = (G\delta \Sigma + \delta G F^{*})\) and in (3.35) \(\delta C = \text{vec}(\delta C)\). In this case (3.28) gives
\[
\frac{\|\Delta X\|_{F}}{\|X\|_{F}} \leq 3.942 \cdot 10^{-6},
\]
while (3.35) gives
\[
\frac{\|\Delta X\|}{\|X\|} \leq 1.543 \cdot 10^{-6}.
\]
So both bounds are of the same quality for the example.

On the other hand, Chan and Foulser also have another perturbation bound for \(\Delta C = 0\) only. This bound [31, Theorem 2] yields for Example 3.2
\[
\frac{\|\Delta X\|}{\|X\|} \leq 1.0114 \cdot 10^{-6},
\]
which is obviously less sharp than (3.33).

Since in applications, often eigenvalues of \(A\) and \(B\) are close, interesting question arises: what will happen with the bound (3.11) in such cases? As was expected, the bound (3.11) are usually not sensitive to clustered eigenvalues, namely, if some eigenvalues of \(A\) are close to some eigenvalues of \(B\) the bound will usually increase proportionally to the norm of solution. On the other hand, the perturbation bound (3.27) is more sensitive to the clustered eigenvalues than the bound (3.11). But, for example, if the range of the matrices on the right-hand side is close to the rank-k dominant singular subspace of the eigenvector matrices, where the rank-k dominant singular subspaces is the subspace spanned by \(k\) singular vectors associated with the largest \(k\) singular values of the considered matrix, the bound (3.11) remains tight enough.

**Remark 3.5.** It is important to note that bounds (3.27) and (3.28) have more theoretical meaning than practical ones. In practice, when applying ADI, one does not necessarily choose the eigenvalues of \(A\) and \(B\) as the ADI shifts. One would use Ritz values (see for example [22] or [23] or [25], Section 5) in the case of Lyapunov equations) or some other approximate eigenvalues (see for example [28]) as opposed to a subset of the exact eigenvalues to extract information. One of such an example is given in Example 4.2 in the next section. A question naturally arises: is it possible to obtain a version of the upper bound (3.27) that would use arbitrary shifts instead of the exact eigenvalues? Unfortunately at this moment we do not have an answer to this question, and this remains as an open problem. We would like to emphasize that an attempt in the same direction for Lyapunov equations has been made in [32]. The bound obtained there is very complicated and hard to apply; thus from this point of view if one would like to derive a version of the upper bound (3.27), a different approach may be needed.

### 4. The non-diagonalizable case

This section accomplishes the same tasks as the previous section but for non-diagonalizable matrices \(A\) and \(B\).

Recall that Eq. (2.1) has a unique solution if and only if \(A\) and \(B\) have no common eigenvalues, which has been assumed throughout the paper. For the sake of simplicity, we will consider matrices \(A\) and \(B\) whose Jordan blocks are at most \(2 \times 2\). The idea is easily extensible to more general cases, but more complicated. On the other hand, the case with only up to \(2 \times 2\) Jordan blocks does happen in practice. For example a simple planar spacecraft model [33] has two \(2 \times 2\) Jordan blocks. This makes our case more interesting for investigation.

Let the Jordan canonical form of \(A\) be

\[
A = S J A S^{-1}, \quad S \in \mathbb{C}^{m \times m}, \quad J_{k} = J_{k_{1}} \oplus \cdots \oplus J_{k_{r}}, \quad (4.1)
\]

where \(J_{k_{1}} \oplus J_{k_{2}}\) stands for the direct sum of \(J_{k_{1}}\) and \(J_{k_{2}}\), and \(J_{k_{i}} = \lambda_{i} I_{k_{i}}\) for \(i = 1, \ldots, k_{s}\),

\[
J_{k_{i}} = \begin{pmatrix} \lambda_{i} & 1 \\ 0 & \lambda_{i} \end{pmatrix} \quad \Rightarrow \lambda_{i} I_{k_{i}} + N_{2}, \quad \text{for } i = k_{s} + 1, \ldots, k_{r},
\]

\[
2(k_{s} - \lambda_{k_{s}}) + \epsilon_{\lambda} = m, \quad \epsilon_{\lambda} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}. \quad \text{Similarly, let the Jordan canonical form of } B \text{ be}
\]

\[
B = T J B T^{-1}, \quad T \in \mathbb{C}^{n \times n}, \quad J_{k} = J_{k_{1}} \oplus \cdots \oplus J_{k_{r}}, \quad (4.2)
\]

\[
J_{k_{i}} = \mu_{i} I_{k_{i}} \quad \text{for } i = 1, \ldots, k_{r},
\]

\[
J_{k_{i}} = \begin{pmatrix} \mu_{i} & 1 \\ 0 & \mu_{i} \end{pmatrix} \quad \Rightarrow \mu_{i} I_{k_{i}} + N_{2} \quad \text{for } i = k_{r} + 1, \ldots, k_{s},
\]

where \(2(k_{s} - \lambda_{k_{s}}) + \epsilon_{\mu} = n\).

**Theorem 4.1.** Assume \(A\) and \(B\) have the Jordan canonical decompositions (4.1) and (4.2). Let \(X\) be the solution of the Sylvester equation (2.1) obtained by (2.3)–(2.5)/(LR-ADI) with the set of ADI parameters

\[
\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}\} = \{\lambda_{p_{1}}, \lambda_{p_{2}}, \ldots, \lambda_{p_{m}}\}
\]

and

\[
\{\beta_{1}, \beta_{2}, \ldots, \beta_{n}\} = \{\mu_{q_{1}}, \mu_{q_{2}}, \ldots, \mu_{q_{n}}\}
\]

where each eigenvalue appears as many times as its algebraic multiplicity. Denote by \(\hat{g}\) the \(i\)th \(1 \times r\) submatrix (for \(i = 1, \ldots, k_{s}\)) and \(2 \times r\) submatrix (for \(i = k_{s} + 1, \ldots, k_{r}\)) of \(G = S^{-1} T\), respectively. Similarly, denote by \(f_{j}\) the \(j\)th \(1 \times r\) submatrix (for \(j = 1, \ldots, \epsilon_{\lambda}\)) and \(2 \times r\) submatrix (for \(j = \epsilon_{\lambda} + 1, \ldots, k_{s}\), of \(F^{*} = T^{*}\), respectively. Then

\[
\|X\| \leq \|S\|\|T^{-1}\| \sum_{j=1}^{k} \|\mu_{q_{j}} - \lambda_{p_{j}}\| \sum_{i=1}^{k_{r}} \|\eta(i, j - 1)\| \frac{\|\tilde{\eta}\|}{|\mu_{i} - \mu_{q_{i}}|}
\]

\[
\times \sum_{i=1}^{k_{s}} \|\tilde{\alpha}(i, j - 1)\| \frac{\|\tilde{\alpha}\|}{|\lambda_{i} - \lambda_{p_{i}}|},
\]

where \(n_{0} = \min\{m, n\}, \quad \eta(i, j) = \sigma(i, j) \quad \text{for } i = 1, \ldots, k_{s},
\]

\[
\eta(i, j) = \begin{pmatrix} I_{2} - 1 \lambda_{i} - \mu_{q_{i}} \end{pmatrix} \quad \text{for } i = \epsilon_{\lambda} + 1, \ldots, k_{s},
\]

\[
\sigma(i, j) = \begin{pmatrix} \lambda_{i} - \mu_{q_{i}} \end{pmatrix} \quad \text{and } \sigma(i, 0) = 1, \quad \text{for all } i,
\]
\[ \mu(i,j) = \frac{i}{\lambda_i - \lambda_j} \frac{\lambda_i - \mu_{q_i}}{\lambda_i - \mu_{q_j}^2} \]

for \( i = \ell_1 + 1, \ldots, k_1 \),

\[ \sigma(i,j) = \tau(i,j) \quad \text{for} \ i = 1, \ldots, \ell_1, \]

\[ \sigma(i,j) = \left( I_2 - \frac{1}{\lambda_i - \mu_{q_j}} N_2 \right) \left( I_1 - \frac{1}{\lambda_i - \mu_{q_j}^2} \sum_{s=1}^{j-1} \lambda_i - \mu_{q_s} \right) I_2 + \frac{1}{\lambda_i - \mu_{q_j}} \]

\[ \times \sum_{s=1}^{j-1} \lambda_i - \mu_{q_s} \lambda_i - \mu_{q_j}^2 \]

for \( i = \ell_1 + 1, \ldots, k_1 \).

**Proof.** Similarly to (3.3), one gets

\[ Z^{(i)} = S(\lambda - \lambda_{q_i}) (I - \mu_{q_i})^{-1} S \quad \text{for} \ i = 1, \ldots, \ell_A, \]

\[ Y^{(i)} = Y^{(i-1)} T (I - \lambda_{q_i})^{-1} (I - \mu_{q_i})^{-1} T^{-1} \]

Similarly to (3.4), one gets

\[ Y^{(i)} = Y^{(i-1)} T (I - \lambda_{q_i})^{-1} (I - \mu_{q_i})^{-1} T^{-1} \]

where \( \tau(i,j) = \frac{1}{\lambda_i - \lambda_j} \frac{\mu_{q_j} - \mu_{q_i}}{\lambda_i - \mu_{q_j}^2} \)

Further, note that matrices \( I_i \) and \( S \) are block diagonal matrices, and the ith diagonal block of \( I_1 \) is

\[ \mu(i,j) = \frac{\lambda_i - \lambda_j}{\lambda_i - \mu_{q_j}} \quad \text{for} \ i = 1, \ldots, \ell_A, \]

\[ \sigma(i,j) = \tau(i,j) \quad \text{for} \ i = 1, \ldots, \ell_A, \]

while the ith diagonal block of \( S \) is

\[ \sigma(i,j) = \frac{\mu_{q_i} - \mu_{q_j}}{\mu_i - \mu_{q_j}} \quad \text{for} \ i = 1, \ldots, \ell_A, \]

\[ \sigma(i,j) = \frac{\mu_{q_i} - \mu_{q_j}^2}{\mu_i - \mu_{q_j}^2} N_2 \quad \text{for} \ i = 1, \ldots, \ell_A, \]

Now from (4.13) and (4.14), it follows that the ith diagonal block of \( (I_i - \mu_{q_i})^{-1} G \) is

\[ \sigma(i,j) = \tau(i,j) \quad \text{for} \ i = 1, \ldots, \ell_1 \]

Finally, (4.3) is a consequence of taking the norms at the both sides of the above equation and the definitions (4.4)-(4.11). □

### 4.1. Error bound

**Theorem 4.2.** Assume that \( A \) and \( B \) admit the Jordan canonical decompositions (4.1) and (4.2). Let \( X_k \) be the kth approximation obtained by (2.3)-(2.5) with the set of ADI parameters corresponding to subsets of the exact eigenvalues of \( A \) and \( B \), i.e., \( \{\alpha_1, \alpha_2, \ldots, \alpha_k\} = \{\lambda_{q_1}, \lambda_{q_2}, \ldots, \lambda_{q_k}\} \) and \( \{\beta_1, \beta_2, \ldots, \beta_k\} = \{\mu_{q_1}, \mu_{q_2}, \ldots, \mu_{q_k}\} \). Then the following inequality holds

\[ \|X - X_k\| \leq \|S\|\|T^{-1}\| \sum_{j=1}^{k} \|\sigma(i,j)\| \|\hat{g}\| \]


\[ \|X - X_k\| \leq \|S\|\|T^{-1}\| \sum_{j=1}^{k} \|\sigma(i,j)\| \|\hat{g}\| \]

\[ \|X - X_k\| \leq \|S\|\|T^{-1}\| \sum_{j=1}^{k} \|\sigma(i,j)\| \|\hat{g}\| \]

\[ \|X - X_k\| \leq \|S\|\|T^{-1}\| \sum_{j=1}^{k} \|\sigma(i,j)\| \|\hat{g}\| \]

\[ \|X - X_k\| \leq \|S\|\|T^{-1}\| \sum_{j=1}^{k} \|\sigma(i,j)\| \|\hat{g}\| \]

\[ \|X - X_k\| \leq \|S\|\|T^{-1}\| \sum_{j=1}^{k} \|\sigma(i,j)\| \|\hat{g}\| \]

\[ \|X - X_k\| \leq \|S\|\|T^{-1}\| \sum_{j=1}^{k} \|\sigma(i,j)\| \|\hat{g}\| \]

Finally, (4.3) is a consequence of taking the norms at the both sides of the above equation and the definitions (4.4)-(4.11). □
\[
\left(\sum_{j=1}^{k_j} \delta_j \right) \leq \frac{B_{nk}}{\lambda - \rho_j} \sum_{j=1}^{k_j} \left| \eta_j \right|^{\max} \left| \theta_j \right|^{\max}., \tag{4.22}
\]

where \( \eta(i,j) \) and \( \theta(i,j) \) are defined as in (4.4)–(4.11), respectively, and \( \tilde{g}_j, \tilde{f}_j \) are defined as in Theorem 4.1, and \( \left\{ \lambda_j, j > k \right\} \) and \( \left\{ \rho_j, j > k \right\} \) are the subsets of eigenvalues of \( A \) and \( B \) complement to the ones already used as shifts for obtaining \( \lambda_k \).

**Proof.** An equation similar to (3.13) holds. Take norms and use the formulas from (4.12)–(4.20) to get (4.22). \( \square \)

4.2. Perturbation bound

We'll consider the same problem as we did in Section 3.2, except \( A \) and \( B \) are no longer diagonalizable but have the Jordan canonical forms as in (4.1) and (4.2), respectively. It can be seen that the development there up to (3.19) remains valid.

Choose parameters such that either \( \alpha_i = \lambda_{j_i} \) for \( i = 1 \), ..., \( m \), or \( \beta_i = \mu_{j_i} \) for \( j = 1 \), ..., \( n \), where \( p_i = i \) for \( 1 \leq i \leq \ell_k \) and \( p_i = i + \ell_k \) for \( 1 \leq i \leq (2k - \ell_k) \), and \( q_i = i \) for \( 1 \leq i \leq \ell_{k_j} \) and \( q_i = i + \ell_{k_j} \) for \( 1 \leq i \leq (2k_j - \ell_{k_j}) \), recall that \( \alpha_i \neq \beta_i \) for all \( i, j \).

Then if we apply formula (4.21) to the Sylvester equation

\[
A\delta X - \delta X B = -\delta AX,
\]

we have

\[
\delta X_1 = -S \left( \sum_{j=1}^{k_j} (\mu_{j_r} - \lambda_{j_r}) (J_t - \lambda_{j_r})^{-1} \right) \left( \sum_{j=1}^{k_j} (\mu_{j_r} - \lambda_{j_r}) (J_t - \lambda_{j_r})^{-1} \right)^{\top}\!
\]

\[
\times \left( I - \sum_{j=1}^{k_j} (\mu_{j_r} - \lambda_{j_r}) (J_t - \lambda_{j_r})^{-1} \right) \left( \sum_{j=1}^{k_j} (\mu_{j_r} - \lambda_{j_r}) (J_t - \lambda_{j_r})^{-1} \right)^{\top}\!
\]

from which we have

\[
\|\delta X_1\| \leq \|S\| \kappa(T) \|S\| \|\delta A\| \|X\| \left( \sum_{j=1}^{k_j} \|\mu_{j_r} - \lambda_{j_r}\| \eta_{\max}^{(j)} \theta_{\max}^{(j)} \right). \tag{4.23}
\]

where \( \eta_{\max}^{(j)} = \| (J_t - \lambda_{j_r})^{-1} \| \| (J_t - \lambda_{j_r})^{-1} \| \| (J_t - \lambda_{j_r})^{-1} \| \| (J_t - \lambda_{j_r})^{-1} \|. \) Further using (4.17), (4.18), (4.4) and (4.5), we obtain

\[
\eta_{\max}^{(j)} = \max_k \left| \frac{\eta(k,j-1)}{\lambda_k - \mu_{j_r}} \right| \tag{4.24}
\]

Similarly from (4.19), (4.20), (4.8) and (4.9), we have

\[
\theta_{\max}^{(j)} = \max_k \left| \frac{\theta(k,j-1)}{\lambda_k - \lambda_{j_r}} \right| \tag{4.25}
\]

For the solutions of the Sylvester equation (3.18) and (3.19), one can obtain the following bounds

\[
\|\delta X_2\| \leq \kappa(T) \|S\| \|\delta B\| \|X\| \left( \sum_{j=1}^{k_j} \|\mu_{j_r} - \lambda_{j_r}\| \eta_{\max}^{(j)} \theta_{\max}^{(j)} \right) \tag{4.26}
\]

\[
\|\delta X_3\| \leq \kappa(T) \|S\| \|\delta B\| \|X\| \left( \sum_{j=1}^{k_j} \|\mu_{j_r} - \lambda_{j_r}\| \eta_{\max}^{(j)} \theta_{\max}^{(j)} \right). \tag{4.27}
\]

The following theorem contains a first order perturbation bound for the solution of the Sylvester equation (2.1) perturbed as in (3.14), where \( A \) and \( B \) are no longer diagonalizable but have the Jordan canonical forms as in (4.1) and (4.2), respectively.

**Theorem 4.3.** Assume that \( A \) and \( B \) admit the Jordan canonical decompositions (4.1) and (4.2). Let \( X \) be the solution of the Sylvester equation (2.1) and let \( X + \delta X \) be the solution of the perturbed Sylvester equation (3.14). If \( \epsilon \) defined by (3.15) is sufficiently small, then

\[
\|\delta X\| \leq \left( \kappa(T) \|S\| \|\delta A\| + \kappa(S) \|T\| \|\delta B\| \right) \gamma + \Theta(\epsilon^2), \tag{4.28}
\]

where \( \gamma = \sum_{j=1}^{k_j} \|\mu_j - \lambda_{j_r}\| \theta_{\max}^{(j)} \eta_{\max}^{(j)} \) and \( \theta_{\max}^{(j)} \) and \( \eta_{\max}^{(j)} \) are defined as in (4.24) and (4.25).

**Proof.** From \( \|\delta X\| \leq \|\delta X_1\| + \|\delta X_2\| + \|\delta X_3\| + \Theta(\epsilon^2) \), together with (4.23), (4.26) and (4.27) for \( \|\delta X_1\|, \|\delta X_2\| \) and \( \|\delta X_3\| \), respectively, we obtain (4.28). \( \square \)

**Remark 4.1.** Again, using \( \|AB\|_F \leq \|A\|_F \|B\| \) and \( \|AB\|_F \leq \|A\|_F \|B\| \) [21, Theorem II. 3.9.], we have for the Frobenius norm

\[
\|\delta X\|_F \leq \left( \kappa(T) \|S\| \|\delta A\| + \kappa(S) \|T\| \|\delta B\| \right) \gamma + \Theta(\epsilon^2). \tag{4.29}
\]

The bounds (4.28) and (4.29) share the same properties as the bounds for the diagonalizable case. In order to compare our new bound (4.29) with bounds (3.29) and (3.30), we consider following example.

**Example 4.1.** Let \( A = J_{k_1}S \) with \( f = 10 \oplus 20 \oplus (400 \oplus N_2) \) and \( B = 60 \oplus N_2 \) and

\[
S = diag([10, 0, 0, 0, 0, 0]) \oplus (5(I_n + 0.5 ones(6))).
\]

Let \( B = J_{k_2}T \) with \( B = 11 \oplus 22 \oplus 33 \oplus 44 \oplus (5.5(I_n + 1) + N_2) \) and

\[
T = 10(I_n + 0.5 ones(6)).
\]

Further,

\[
G = \left( \begin{array}{cc}
20 & 1 \\
-2 & 0
\end{array} \right) \oplus \left( \begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array} \right) \oplus \left( \begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array} \right), \quad F = G.
\]

Perturbations are

\[
\delta A = 10^{-10} \cdot diag(0.2, 0.2, 0.0002, 0.0002, 0.0002, 0.0002), \quad \delta B = 5 \delta A,
\]

\[
\delta G = 10^{-6} \cdot \left( \begin{array}{cccc}
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array} \right) \oplus \left( \begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array} \right) \oplus \left( \begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array} \right), \quad \delta F = \delta G.
\]

It can be computed that

\[
\|\delta X\|_F \|X\|_F = 1.0763 \cdot 10^{-7},
\]

while the perturbation bounds (3.29) and (3.30) give

\[
\|\delta X\|_F \|X\|_F \leq 2.3228 \cdot 10^{-4}, \quad \|\delta X\|_F \|X\|_F \leq 5.4664 \cdot 10^{-4},
\]
respectively. On the other hand, the perturbation bound (4.29) gives
\[
\|AX\|_F \leq 4.0402 \cdot 10^{-7}.
\]

As in the diagonalizable case, the above example shows that the structure of the matrices \(F\) and \(G\) from the Sylvester equation (2.1) can sometimes greatly influence the perturbation of the solution.

So far all examples were artificially designed for the purpose of illustration. The following example, however, is a more realistic one, and also a more complex one. We will consider the single-input and single-output system (SISO) which corresponds to the \(n\)-mass oscillator (or oscillator ladder) as in Fig. 1. As the input function \(u(t)\), we will apply the force \(f(t)\) to the \(k\)th mass, while the output function \(y(t)\) will be velocity of the \(k\)th mass.

This example is to explain how the bound (3.11) can be used to guide us to determine very effective ADI parameters for efficiently computing the cross gramian (see [7]), in this case the solution to a Sylvester equation. This is similar to the idea presented in [28].

The similar approach can be used in gramian-based reduction methods [34,7] or balanced truncation model reduction [35,9,36], that is for the corresponding projection subspaces one can use so-called ADI subspace (for more details see [23,22]).

**Example 4.2.** Consider an \(n\)-mass oscillator (or oscillator ladder) as in Fig. 1:

\[
M = \text{diag}(m_1, m_2, \ldots, m_n),
\]
\[
K = \begin{pmatrix}
k_1 + k_2 & -k_2 & \cdots & \cdots & \cdots & -k_n \\
-k_2 & k_2 + k_3 & \cdots & \cdots & \cdots & -k_{n-1} \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
-k_{n-1} & k_{n-1} + k_n & \cdots & \cdots & \cdots & -k_2 \\
-k_n & k_n + k_1 & \cdots & \cdots & \cdots & -k_1
\end{pmatrix}.
\]

(4.30)

Let \(n = 2000\) be the dimension of the oscillator ladder, where \(m_i = i\) for \(i = 1, \ldots, n - 31, m_i = 10 \cdot i (i = 1960)\) for \(i = n - 30, \ldots, 2000\) and \(k_i = 1\) for \(i = 1, \ldots, n\). For the position of input and output function we will take \(p_0 = n\). Furthermore, we will apply the external damping on the mass \(m_{1000}\) (mass at the position 1000).

The cross gramian \(X\) is the solution of the Sylvester equation [see [7]]:

\[
AX + XA + bc^T = 0,
\]

(4.32)

where \(A\) is the matrix from the corresponding SISO system given in modal coordinates:

\[
A = \Omega_1 \oplus \Omega_2 \oplus \cdots \oplus \Omega_n + D,
\]
\[
\Omega_i = \begin{pmatrix} 0 & a_{i1} \\ -a_{i1} & -a_{i2} \end{pmatrix}, \quad i = 1, \ldots, n,
\]
\[
\Phi^T K \Phi = \Omega = \text{diag}(\omega_1^2, \ldots, \omega_n^2) \quad \text{and} \quad \Phi^T M \Phi = I,
\]
\[
D = \begin{pmatrix} D_{11} & D_{12} & \cdots & D_{1n} \\ \vdots & \vdots & \ddots & \vdots \\ D_{n1} & D_{n2} & \cdots & D_{nn} \end{pmatrix}.
\]

(4.31)

Here \(\alpha\) is the internal damping constant, and \(D\) presents the external damping and corresponds to the damper with viscosity \(v\) applied to the mass \(m_{1000}\).

In this example we will take \(v = 1\) and \(\alpha = 0.01\) (recall that \(p_0 = 2000\)).

We use the LR-ADI method to solve Sylvester equation (4.32). For this we will need a set of ADI parameters. One possible choice of ADI parameters is given in [22], which is an easily implementable extension of Penzi's suboptimal choice [25,26] for Lyapunov equations. On the other hand we will propose a different choice of ADI parameters inspired by the similar one from [28] for Lyapunov equations.

We note that the problem of choosing ADI parameters is a widely open problem. A detailed discussion on the issue is out of scope of this paper. The interested reader is referred to, e.g., [37,28,23,22].

Our choice of ADI parameters is based on the application of the bound (3.11). Note that the vector \(b\) has structure such that \(b_i = 0\) for \(i = 1, \ldots, n\), that is the first \(n\) components of the vector \(b\) are equal to zero. Further, if some part of the vector \(b\) has components smaller than a given tolerance, that is if index \(\text{fin}\) exists \((n/2 < \text{fin})\), such that \(|b_i|\) are smaller than the given tolerance, for \(i = \text{fin} + 1, \ldots, 2n\), then we can choose the shifts \(\lambda_i\) such that \(\sigma(j, k) = 0\) for \(n/2 < j \leq \text{fin}\), \(k = n + 1, \ldots, \text{fin}\). Recall \(\sigma(j, k)\) is defined as

\[
\sigma(i, j - 1) = \prod_{k=1}^{i-1} \left( \frac{\lambda_j - \lambda_{p_k}}{\lambda_i - \lambda_{p_k}} \right), \quad \sigma(i, 0) = 1, \quad i = 1, \ldots, 2n,
\]

thus \(\sigma(i, j - 1) = 0\) if \(p_i = i\), for all \(i\) and \(j\). Thus, the error bound (3.11) will be almost minimal if we choose ADI parameters \(\lambda_i = \lambda_{i,\text{fin}}\) for \(n/2 < i \leq \text{fin}\). The problem here is that one does not know the exact eigenvalues. Thus similar to as in [28], we propose the following choice of ADI parameters, which will approximate appropriate part of the spectrum.

(1) Find the indices of elements with magnitude greater than the given tolerance in the vector \(b\).
(2) Find the corresponding submatrix of \(A\) using this indices.
(3) Take a “little bit bigger block” \(A_{\text{block}}\) which include the upper submatrix.
(4) The eigenvalues of the chosen matrix \(A_{\text{block}}\) are the ADI parameters (see Fig. 2).

In this example we get the following residuals:

\[
\|AY + YA + bc^T\| = 1.2498 \cdot 10^{-6},
\]
\[
\|AX + XA + bc^T\| = 1.3152 \cdot 10^{-13}.
\]

Here \(Y\) is obtained using LR-ADI method (2.5) with 40 shifts generated by the algorithm from [22], while \(X\) is obtained using LR-ADI method (2.5) with 40 shifts generated by the proposed algorithm above.
5. Concluding remarks

We have analyzed the solution to a general Sylvester equation $AX - XB = CF^*$ with a low-rank right-hand side. LR-ADI with the exact shifts provides us the tool to do so. Our new results contain considerably more detailed information on the eigen-properties of $A$ and $B$ and the right-hand side $CF^*$ as opposed to the existing ones. Because of this, our new bounds are sharper and provides better understanding of the solution structure, but are messier as a tradeoff.

Although we tackled the general case by considering when $A$ and $B$ have Jordan blocks of orders only up to 2, the technique is readily applicable to Jordan blocks of orders higher than 2 with little changes.
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