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Abstract—Modern large-scale infrastructure systems have typical complicated structure and dynamics, and extensive simulations are required to evaluate their performance. The probabilistic collocation method (PCM) has been developed to effectively simulate a system’s performance under parametric uncertainty. In particular, it allows reduced-order representation of the mapping between uncertain parameters and system performance measures/outputs, using only a limited number of simulations; the resultant representation of the original system is provably accurate over the likely range of parameter values. In this paper, we extend the formal analysis of single-variable PCM to the multivariate case, where multiple uncertain parameters may or may not be independent. Specifically, we provide conditions that permit multivariate PCM to precisely predict the mean of original system output. We also explore additional capabilities of the multivariate PCM, in terms of cross-statistics prediction, relation to the minimum mean-square estimator, computational feasibility for large dimensional parameter sets, and sample-based approximation of the solution. At the end of the paper, we demonstrate the application of multivariate PCM in evaluating air traffic system performance under weather uncertainties.

Index Terms—Air traffic flow management, dynamical simulation, uncertainty evaluation.

I. INTRODUCTION

THERE is a growing need to effectively and strategically manage large-scale infrastructure systems, such as air traffic systems, power grids, and environmental systems. These systems are typically subject to a wide range of uncertainties, which significantly complicate the evaluation and management of system performance. To give some examples, flow contingency management solutions are being developed for air traffic systems, which seek to automatically generate management plans over a 2–15 h lookahead time that are robust to uncertain fault events [26], [27]. As a step toward real-time management, techniques are needed for accurate yet computationally efficient evaluation/prediction of system performance over a range of parametric uncertainties. To address this need in broad infrastructure system applications, this paper develops a systematic method to effectively evaluate output statistics for systems with multiple uncertain input parameters.

System uncertainty evaluation problems are typically addressed from two angles: analytical solutions and simulations. However, because of the large scale and complicated nature of large-scale infrastructure systems, analytical solutions for system dynamics are typically unavailable; therefore, simulations using complicated computerized models are the primary approaches for uncertainty evaluation. Monte Carlo methods have been widely used to evaluate system performance under uncertainty by practitioners in many application domains [34]. Broadly, Monte Carlo methods have three main steps: 1) generation of a large number of samples covering the range of parameter uncertainties; 2) simulation of system performance for each parameter sample; and 3) summary of simulation outputs to obtain the system-performance statistics. Often, Monte Carlo methods may not be suitable for large-scale infrastructure applications, because of their inherent computational cost. Specifically, Monte Carlo methods typically require evaluation of a large number of simulations of the mapping of interest; since infrastructure-network simulations are rather computationally intensive, such exhaustive simulations are often impossible (especially when real-time decision-making is needed).

Driven by this limitation, our group (as well as others) have sought for alternative simulation methods to effectively evaluate parametric uncertainties. Our philosophy is that a limited number of simulations, if appropriately chosen, can provide adequate approximations of the mapping between uncertain input parameters and system performance over the range of likely parameter values. In particular, an adequate low-order mapping allows us to obtain statistical characterizations of system performance, and to evaluate system performance at any particular parameter value of interest. How to smartly
choose the values of input parameters as simulation points and to construct the low-order mapping that allows best characterization of system-performance statistics is the key.

The probabilistic collocation method (PCM) is a method to evaluate the uncertainty of computationally expensive models at a low computational cost. It suggests a smart way of selecting simulation points to construct a low-order polynomial mapping between uncertain parameters and output or performance variable, that performs well over the likely range of parameter values [25], [32]. The idea behind PCM is as follows. Although system parameters are uncertain, we typically have some statistical knowledge about the parametric uncertainties; smartly utilizing this information allows us to find representative simulation points, from which a reduced-order mapping of high fidelity can be constructed. In particular, it was proved in [12] that the low-degree polynomial mapping generated by PCM is able to predict the mean output (performance) correctly, even if the actual mapping is a much higher degree polynomial. In [29], we further explored the statistical performance of PCM, and the practical use of it when data or empirical low-order statistics is available instead of the probabilistic density function (pdf).

Several studies have detailed applications of PCM in transportation- and power-network management [12], [16], [17], [23]. While these efforts are promising, a limitation is that only one uncertain input parameter is considered. In practice, large-scale infrastructure systems typically involve multiple (sometimes a large number of) spatially/temporally distributed uncertain parameters. In these cases, more than one uncertain parameter (which may be correlated) may exert significant impact on system performance or other output variables. Thus, we are motivated to develop smart simulation techniques analogous to PCM, and to understand their effectiveness and cost, when multiple correlated, uncertain parameters are present. Specially in this paper, we extend the formal analysis of the single-variable PCM to the multivariate case, where the uncertain parameters may or may not be independent.

The essence of our multivariate PCM approach lies in the smart selection of simulation points. Parsimonious selection of sampling points is needed for a range of applications, and has been widely studied (including in the specific context of uncertainty evaluation and mapping identification for complex systems). Here, we provide a brief and incomplete review of these methods, focusing primarily on differentiating our approach from related ones. For the purpose of polynomial interpolation, Chebyshev nodes are widely used to overcome the Runge's phenomenon observed in using equally-spaced sampling [5]. For the purpose of uncertainty evaluation, besides Monte Carlo methods (also called random sampling), several other techniques have been proposed. For instance, the stratified sampling and Latin Hypercube Design (LHD) and their variants were developed to improve the coverage and projective properties [13], [15], [18]. Multiple steps are involved in these methods: first the space is subdivided to ensure full coverage, and then random sampling is used for each portion. These above methods are primarily designed to ensure appropriate coverage of the sampling space and to select sampling densities in the space, rather than to guarantee accurate estimation of output statistics. Gaussian Quadrature techniques also have been widely studied for uncertainty evaluation, both under the heading of PCM and using other terminology [14], [33], [35]. When multiple independent input parameters are involved, [14], [32], [33] suggest different procedures to select simulation points, among which [14] involves the most number of points. Gaussian Quadrature techniques have also been used to solve ODE/PDEs with uncertain parameters [6], [11], [16], [19]. These works mesh finite element decomposition in space and collocation methods on random variables, to approximate continuous high-dimensional solutions. All these works are relevant to our study, as they also consider the utilization of Gaussian Quadrature techniques when multiple uncertain variables are present. However, the purpose of our investigation in this paper is different from these studies in two aspects. First, these studies consider the approximation of system mapping using expansions of orthogonal polynomials (e.g., Hermite for Gaussian distribution, Laguerre for Gamma distribution, Jacobi for Beta distribution, and Legendra for Uniform distribution) with small error, instead of general polynomial system mapping and its low-order approximation that predicts precisely the same statistics as we do. Second, their studies are not focused on understanding how correlations in parametric uncertainties may affect expected performance while our study does consider correlated uncertainty.

Our major contribution here is a formal investigation of the properties of PCM for systems with multiple uncertain input parameters (see also [37] for the brief conference version). Specifically, we: 1) identify precise conditions on mapping functions and distributions to permit zero-error mean prediction, in both the independent and correlated cases; 2) in turn develop algorithms that obtain the best statistical performance; and 3) provide additional performance analyses, such as cross-statistics prediction, relation to minimum mean square estimation (MMSE), and computational feasibility analysis for large dimensional data. The multivariate PCM method that we develop overcomes the inadequacies of analytical uncertainty evaluation methods that do not work for complex infrastructure systems and Monte Carlo simulation methods that are computationally costly. In addition, our theoretical development provides a comprehensive understanding of the precise performance of PCM in multivariate settings and informs its practical use in performance evaluation and real-time decision making in large-scale infrastructure-type applications.

The remainder of the paper is organized as follows. In Section II, we describe and evaluate multivariate PCM when input parameters are independent. In Section III, we discuss further properties of the independent multivariate PCM, and computational issues. In Section IV, we provide results of the multivariate PCM when parameters are correlated. In Section V, we discuss the practical use of PCM when data or empirical low-order moments on low-order parameters, rather than explicit distributions of these parameters, are available. In Section VI, we present two examples to demonstrate the use of multivariate PCM to evaluate air traffic system performance under weather uncertainties. Section VII concludes the paper.
II. INDEPENDENT MULTIVARIABLE PCM

In this section, we consider a costly-to-simulate system with multiple input parameters subject to independent uncertainties. To effectively evaluate the dependence of system output on these input parameters and to obtain the statistics of system output under uncertainty, we study how to smartly select a limited number of simulations to construct a low-order polynomial mapping between the inputs and the output with good statistical performance.

A. Simple Two-Variable Case

To simplify the development of multivariate PCM, we first focus on the two-variable case. Specifically, let us consider a two-variable mapping $g(x, y)$ with the degrees of $x$ up to $2n − 1$ and $y$ up to $2m − 1$ can be approximated by a low-order mapping $g^*(x, y)$ with the degrees of $x$ up to $n − 1$ and $y$ up to $m − 1$, with the same expected values. We note that identifying the low-order PCM mapping $g^*(x, y)$ requires evaluating $g(x, y)$ at the simulation points $(x_i, y_j)$, where $x_i$ and $y_j$ are the roots of the orthonormal polynomials $h_n(x)$ and $h_m(y)$, respectively. Please refer to Appendix A for the proof.

**Theorem 1.** Consider a two-variable mapping $g(x, y)$ of the form

$$g(x, y) = \sum_{i=1}^{2n-1} \sum_{j=1}^{2m-1} A_{i,j} x^i y^j$$

where the coefficients $A_{i,j} \in \mathbb{R}$ and $n$ and $m$ are integers greater than 1. With the assumption that the two variables $x$ and $y$ follow independent distributions $f_X(x)$ and $f_Y(y)$, respectively, the mapping $g(x, y)$ can be approximated by a low-order mapping $g^*(x, y)$ of the form shown in (1), such that $E[g(x, y)] = E[g^*(x, y)]$.

**2) Discussion and Example:** Now let us discuss the efficiency of the independent two-variable PCM. As the original mapping $g(x, y)$ is a polynomial with $x$ up to the degree of $2n − 1$ and $y$ up to $2m − 1$, a total of $(2n)(2m)$ simulations are required to uniquely identify the mapping. However, identifying $g^*(x, y)$ requires only $nm$ simulations, as there are $n$ roots for $h_n(x)$ and $m$ roots for $h_m(y)$. As such, the two-variable PCM can reduce the number of simulations by $3nm$.

Finally we use a simple example to illustrate the procedure and performance of the independent two-variable PCM as shown in Fig. 1. We consider a two-variable mapping $g(x, y) = x^3 y^2 − 2x^2 y^3 + x^3 y^2 − 4x^2 y^3 + 3x^3 y^2 − 6x^3 + 2x^3 y + 4x^3 y^3 − 6x^3 y^4 + 8x^3 y^5 − 10x^3 y^6 − 12x^3 y^7 + 15x^3 y^8 − 18x^3 y^9 + 4x^3 y^10 + 8x^3 y^11 − 10x^3 y^12 + 30x^3 y^13 + 15x^3 y^14 − 20x^3 y^15 + 24x^3 y^16 + 5x^3 y^17 − 10x^3 y^18 + 15x^3 y^19 − 20x^3 y^20 + 25x^3 y^21 − 30x^3 y^22 + 12x^3 y^23 − 18x^3 y^24 + 24x^3 y^25 + 30x^3 y^26$ as shown in Fig. 1(b). Assuming that $x$ is normally distributed with mean 1.3 and variance 4.6225 and $y$ is uniformly distributed between 5 and 20, we show that the mapping can be well approximated by a polynomial with the degrees of $x$ and $y$ each up to 2.

To do that, we choose 9 simulation points based on the pdf of $x$ and $y$, according to Step 1 in the algorithm. The locations of the simulation points
Fig. 1(a). We then evaluate $g_{\text{PCM}}$ mapping up to the order of $\text{order PCM}$ according to the Step 3. The resulting $g_{\text{PCM}}$ according to Step 2, and obtain the coefficients of the lower-

$\sum_{k_1=0}^{2m_1-1} \sum_{k_2=0}^{2m_2-1} \sum_{k_3=0}^{2m_3-1} A_{k_1k_2k_3} x_1^{k_1} x_2^{k_2} x_3^{k_3}$

where the coefficients $A_{k_1k_2k_3} \in R$, and $m_1, m_2, ... m_3$ are integers larger than 1. Assume that the variables $x_1, x_2, ... , x_n$ follow independent distributions $f_{x_1}(x_1), f_{x_2}(x_2), ... , f_{x_n}(x_n)$, respectively. Then, the mapping can be approximated by a low-order mapping $g^*(x_1, x_2, ..., x_n)$ of the form

$g^*(x_1, x_2, ..., x_n) = \sum_{h_1=0}^{m_1-1} \sum_{h_2=0}^{m_2-1} \sum_{h_3=0}^{m_3-1} B_{h_1h_2h_3} x_1^{h_1} x_2^{h_2} x_3^{h_3}$

such that $E[g(x_1, x_2, ..., x_n)] = E[g^*(x_1, x_2, ..., x_n)]$, where the coefficients $B_{h_1h_2h_3} \in R$.

Theorem 2 shows that the independent multivariate PCM can significantly reduce the number of simulations needed to construct a low-order mapping of the same mean. Similar to what we have argued in the two-variable case, constructing $g(x_1, x_2, ..., x_n)$ as shown in (3) requires at least $2^n \prod_{i=1}^{n} m_i$ simulations. This is because $2^n$ simulations are required to uniquely identify each variable up to the degree of $2^n - 1$. However, the reduced-order mapping $g^*(x_1, x_2, ..., x_n)$ as shown in (4) requires only $\prod_{i=1}^{n} m_i$ simulations evaluated at the roots of each $h_i^{*}(x_i)$. The independent multivariate PCM can thus save $(2^n - 1)\prod_{i=1}^{n} m_i$ simulations without introducing any error to the mean prediction.

To complete the presentation and facilitate the use of the independent multivariate PCM, we briefly summarize the procedure to find the PCM mapping in its general form as shown in (4).

Step 1 (Simulation Point Selection): As a generalization to the two-variable case, $\prod_{i=1}^{n} m_i$ simulation points are required to identify a $m$-variable PCM mapping shown in (4).
to the independence of variables, we only need to identify \( n_i \) points along the dimension of each \( x_i \), for \( i \in \{1, ..., m\} \). Combinations of the \( n_i \) points along each dimension constitute the set of \( n_1 \times \cdots \times n_m \) simulation points. The \( n_i \) points associated with random variable \( x_i \) are the roots of the orthonormal polynomial \( R_{n_i}(x_i) \), which can be found through the recursion illustrated in Step 1 in the algorithm in Section II-A.

Step 2 (Evaluation of System Outputs at Selected Simulation Points): For each simulation point identified in Step 1, we find the associated output through simulation. In total, \( \Pi_{n_1} \times \cdots \times \Pi_{n_m} \) simulations are needed. We stress that in many applications, this is the most time-consuming step. As the multivariate PCM can significantly reduce the number of simulations required to produce a mapping with correct mean prediction, this method is of significance to find high-dimensional mappings that are common to large-scale infrastructure applications.

Step 3 (Identification of Mapping Coefficients): Using the simulations in Step 2, we can explicitly express the low-order polynomial mapping \( g(x_1, ..., x_m) \) by identifying the coefficients in its orthonormal polynomial form. This result is a simple generalization of Step 3 of the algorithm in Section II-A for the two-variable case. In particular, the coefficients \( a_{l_1_0 ... l_m 0} \) can be calculated using the matrix operation in (5). The vector \( \mathbf{a} \) is arranged in a descending order of the subscripts starting from the last bit to the first bit, and the vector \( \mathbf{g} \) is arranged in an increasing order of the root indices (i), again from the rightmost entry to the leftmost entry, where \( 1 \leq i \leq n_a \).

The matrix operation in (5) is given by:

\[
\begin{bmatrix}
    a_{l_1_{-1} ... l_m_{-1}} & \ldots & a_{l_1_{0} ... l_m_{0}} & \ldots & a_{l_1_{n_1-1} ... l_m_{n_m-1}} \\
    \vdots & \ddots & \ddots & \ddots & \ddots \\
    \vdots & \ddots & \ddots & \ddots & \ddots \\
    \vdots & \ddots & \ddots & \ddots & \ddots \\
    a_{l_1_{0} ... l_m_{0}} & \ldots & a_{l_1_{n_1-1} ... l_m_{n_m-1}} & \ldots & a_{l_1_{n_1} ... l_m_{n_m}}
\end{bmatrix}
\times
\begin{bmatrix}
    g(x_1(1), x_2(1), \ldots, x_m(1)) \\
    \vdots \\
    \vdots \\
    \vdots \\
    g(x_1(1), x_2(1), \ldots, x_m(1))
\end{bmatrix}
\]

Here, \( L \in \mathbb{R}^{n_a \times (n_1 + \cdots + n_m)} \) takes the following form:

\[
\begin{bmatrix}
    h_{l_1_{-1} \cdots l_m_{-1}}(x_1(1), \ldots, x_m(1)) & \cdots & h_{l_1_{-1} \cdots l_m_{-1}}(x_1(1), \ldots, x_m(1)) \\
    \vdots & \ddots & \ddots \\
    \vdots & \ddots & \ddots \\
    \vdots & \ddots & \ddots \\
    h_{l_1_{0} \cdots l_m_{0}}(x_1(1), \ldots, x_m(1)) & \cdots & h_{l_1_{0} \cdots l_m_{0}}(x_1(1), \ldots, x_m(1))
\end{bmatrix}
\]

In each row, the subscripts of \( h \) are arranged in a descending order from \( n_1 - 1, n_2 - 1, \ldots, n_m - 1 \) to \( 0, 0, \ldots, 0 \). In each column, the indices of roots are in an increasing order from \( 1, 1, \ldots, 1 \) to \( n_1, n_2, \ldots, n_m \). The coefficients \( a_{l_1_{-1} ... l_m_{-1}} \) shown in (4) can then be easily derived from \( a_{l_1_{-1} ... l_m_{-1}} \).

III. PROPERTIES OF INDEPENDENT MULTIVARIATE PCM

As proved in Section II, the independent multivariate PCM can find a low-order polynomial mapping that correctly predicts the mean of the original higher-order mapping. In this section, we further characterize the performance of the independent multivariate PCM mapping. In particular, we show in Section III-A that the low-order mapping also predicts the correct cross-statistics. We then compare its performance with that of the MMSE. In Section III-B, we further investigate the numerical capability of the independent multivariate PCM in processing high-dimensional data.

A. Performance of Independent Multivariate PCM

In Theorem 3, we show that the low-order independent multivariate PCM can precisely predict the cross-statistics up to certain degree. Please refer to Appendix C for the proof.

**Theorem 3**: Consider the use of a multivariable PCM mapping \( g(x_1, x_2, ..., x_m) \) of the form
given an original polynomial mapping \( g(x_1, x_2, ..., x_m) \) of the form

\[
E \left( \prod_{i=1}^{m} x_i^{p_i} g(x_1, x_2, ..., x_m) \right) = E \left( \prod_{i=1}^{m} x_i^{p_i} g(x_1, x_2, ..., x_m) \right)
\]

for all \( l_i \in \{0, ..., n_i - 1 - p_i\} \).

In Theorem 4, we discuss the relationship between the independent multivariate PCM mapping and the MMSE estimator. In general, a low-order PCM mapping may not be the MMSE estimator among all polynomials of the same degree. However, the performance of PCM is attractive as reflected by the following two additional results: 1) the mean square error (MSE) performance of a PCM mapping may not be improved by adding any polynomial up to certain degree, and 2) a PCM mapping up to certain degree is the MMSE estimator among all polynomials of the same degree. Please refer to the Appendix D for the proof.

**Theorem 4**: Consider a multivariate mapping \( g(x_1, x_2, ..., x_m) \) that can be approximated by a PCM mapping of the form

\[
g^\mathcal{P}(x_1, x_2, ..., x_m) \approx \sum_{l_1=0}^{n_1-1} \cdots \sum_{l_m=0}^{n_m-1} \sum_{k=0}^{n_k} a_{l_1, ..., l_m, k} \prod_{i=1}^{m} x_i^{p_i}
\]

is used to fit the original mapping, the mean square error of the PCM fit cannot be improved by adding any polynomial with the degree of each \( x_i \) up to \( n_i - 1 - p_i \). Moreover, the lower order PCM mapping

\[
g^\mathcal{P}(x_1, x_2, ..., x_m) \approx \sum_{l_1=0}^{n_1-1} \cdots \sum_{l_m=0}^{n_m-1} \sum_{k=0}^{n_k} a_{l_1, ..., l_m, k} \prod_{i=1}^{m} x_i^{p_i}
\]

is the MMSE mapping, among all polynomials with the degree of each \( x_i \) up to \( n_i - 1 - p_i \).

B. Discussion on Numerical Issues

We note that the performance of PCM may be affected by numerical issues. As seen from (5), finding the coefficients \( a_{l_1_{-1} ... l_m_{-1}} \) and then \( b_{l_1_{-1} ... l_m_{-1}} \) in (4) (according to the procedure discussed in Section II-B) involves solving a large
equation array. Numerical issues (such as the loss of precision and even failure of getting a solution) may appear especially when the dimension of the array is large. Instead of providing a formal proof, we discuss the feasibility of this procedure through comparing it with an alternative procedure. We first describe the alternative procedure and then use the example presented in Section II-A to compare the performance of these two.

We note that once PCM points are selected and outputs at those points are simulated, we can find the mapping coefficients \( R_{1, \ldots, n} \), directly, instead of using the orthonormal bases. In particular

\[
\begin{bmatrix}
R_{1, \ldots, n} \\
R_{2, \ldots, n} \\
\vdots \\
R_{n, \ldots, n}
\end{bmatrix} = \begin{bmatrix}
\Psi(\xi_1, y_{11}) \cdots \Psi(\xi_1, y_{1n}) \\
\Psi(\xi_2, y_{21}) \cdots \Psi(\xi_2, y_{2n}) \\
\vdots \\
\Psi(\xi_n, y_{n1}) \cdots \Psi(\xi_n, y_{nn})
\end{bmatrix}
\]

where \( \Psi(\xi_k, y_{ki}) \sim (x_{ki})^{\nu} \) is the \( \nu \)th power of the variable \( x_k \) evaluated at the \( i \)th simulation point of the variable \( \xi_k \). The \( L' \) matrix is arranged as follows. In each row, the superscripts of \( x \) are arranged in a descending order from \( n_1 - 1, n_2 - 1, \ldots, n_m - 1 \) to 0, 0, \ldots, 0. In each column, the indices of roots are in an increasing order from 1, 1, \ldots, 1 to \( n_1, n_2, \ldots, n_m \).

The feasibility of finding the coefficients \( B \) in (7) or \( A \) in (5) is reflected by condition number, which describes the accuracy of numerical solutions to linear equation arrays [7]. Condition number is defined as the ratio between the largest and the smallest eigenvalues. We often consider the logarithm of condition number to be the loss of accuracy, although this estimation is not always accurate. At the extreme, infinite condition number means that the matrix is singular and the equation array is unsolvable. We note that ill-conditioning typically leads to a drastic failure in solving equations rather than small numerical issues; hence, devising means for increasing solution precision rather than possible impacts of numerical errors may be the key concern. The possibility for ill-conditioning is dependent on a number of factors, including the number of variables, number of PCM points, and probability distribution; the possibility for numerical error arising from ill-conditioning may also depend on the nature of the system mapping, and of course the precision of the computing device. We here calculate and compare the condition numbers of the two matrices \( L' \) in (7) and \( L \) in (5), respectively, for the example in Section II-A.

The condition number associated with \( L \) is 2.53, and associated with \( L' \) is \( 9.54 \times 10^6 \), which is significantly larger. This simple comparison clearly shows the advantage of using orthogonal bases (5) over the \( x \) and \( y \) bases (7) to calculate PCM coefficients, especially for high-dimensional mappings.

IV. CORRELATED MULTIVARIATE PCM

The development in the previous sections is based on the assumption that uncertain variables are independent. In realistic modern infrastructure applications, system variables are often correlated. In general correlated settings, the PCM mapping obtained using the procedure described in Section II-B does not predict the correct mean. In this section, we explore conditions on the forms of original mapping and joint distribution to maintain the correct mean statistics.

A. Main Results

We first discuss the case when the original mapping does not contain any cross-terms among variables, and then the general case when cross-terms are present. In the first case, a low-order multivariate PCM mapping can be obtained in a way very similar to the independent case. The proof is omitted as it is a simple variation of the independent multivariate PCM [12].

**Theorem 5:** Consider a multivariate mapping \( g(x_1, x_2, \ldots, x_m) \) of the form

\[
g(x_1, x_2, \ldots, x_n) = \sum_{i=1}^{m} \sum_{l=0}^{n_i-1} A_{l, x_l}
\]

where the coefficients \( A_{l, x_l} \in R \) and \( n_i \) is an integer larger than 1, where \( \ell \in 1, 2, \ldots, m \). Assume that the variables \( x_1, x_2, \ldots, x_n \) follow a joint distribution \( f_{x_1, x_2, \ldots, x_n}(x_1, x_2, \ldots, x_n) \). The original mapping can be approximated by a lower-order mapping \( g_n(x_1, x_2, \ldots, x_n) \) of the form

\[
g_n(x_1, x_2, \ldots, x_n) = \sum_{i=1}^{m} \sum_{l=0}^{n_i-1} B_{l, x_l}
\]

such that \( E[g_n(x_1, x_2, \ldots, x_n)] = E[g(x_1, x_2, \ldots, x_n)] \), where the coefficients \( B_{l, x_l} \in R \) for \( \ell = 1, 2, \ldots, m \).

We now discuss the case when cross-terms are present. We show that under certain assumptions on conditional moments, a low-order PCM mapping can correctly predict the mean of an original mapping up to certain degree. Please refer to Appendix E for the proof.

**Theorem 6:** Consider a multivariate mapping \( g(x_1, x_2, \ldots, x_m) \) of the form

\[
g(x_1, x_2, \ldots, x_m) = \sum_{k=0}^{n-1} \sum_{\ell=0}^{m-1} \sum_{j=0}^{m-1} \sum_{l=0}^{n_i-1} \sum_{\ell=0}^{n_j-1} A_{l, x_l}^{\ell, j} L_{\ell, j}^{m-1} \]

where the coefficients \( A_{l, x_l}^{\ell, j} \in R \) and \( n \) is an integer larger than 1. Assume that the variables \( x_1, x_2, \ldots, x_m \) follow a joint distribution \( f_{x_1, x_2, \ldots, x_m}(x_1, x_2, \ldots, x_m) \), and the \( r \)th order conditional moment of \( x_j \) on \( x_1, x_2, \ldots, x_{r-1} \) is a polynomial of \( x_{r+1}, \ldots, x_m \) with the total degree not greater than \( r \). The original
mapping can be approximated by a lower-order mapping \( g^p(x_1, x_2, \ldots, x_n) \) with the same mean. The degree of each variable in \( g^p(x_1, x_2, \ldots, x_n) \) is not greater than \( n-1 \).

Theorem 6 shows that in the two-variable case, if the \( r \)-th conditional moment of one variable given the other is a \( r \)-th order polynomial, the low-order PCM mapping with each variable up to the degree of \( n-1 \) predicts the correct mean when the total degree of the original mapping does not exceed \( 2n-1 \). The procedure to pick PCM points here is different from that in the independent case, in the sense that the point locations are selected based on the marginal probability of one variable, and the conditional probability of the other. In particular, PCM points are selected through: 1) determining the \( y \)-coordinates (denoted as \( y_1, \ldots, y_n \)) of the PCM points according to the marginal probability of \( y \) and 2) finding the PCM points’ \( x \)-coordinates according to the conditional probability \( f_{XY}(x|y) \) for each selected \( y \).

B. Discussion on Reduction of Computation Load

Here, let us also discuss the reduction of computational load. In the correlated case, the effectiveness of the multivariate PCM is generally not as good as that in the independent case. The original high-order mapping requires \( C_{2n-1} \) simulations, where \( C_{2n-1} \) denotes the combination of \( p \) elements taken \( q \) at a time. However, since the number of computations that can be reduced is generally not easy to write in the closed-form, due to the complicated conditional relationship. We here only discuss the two-variable and three-variable cases.

In the two-variable case, clearly, identifying the low-order PCM mapping \( g^p(x,y) \) requires \( n^2 \) simulations to correctly predict the mean output. However, as the total degree of the original mapping is \( 2n-1 \), \( n^2 + n \) simulations are needed to identify all the coefficients in the original mapping. As such, more than half of the simulation time can be saved. Finally, we also note that to identify the low-order mapping, we need to directly find \( B_{ij} \), instead of each \( c_{ij} \). In the three-variable case, the total number of simulations to identify \( g(x_1, x_2, x_3) \) equals to \( \frac{1}{6!} n^3 + \frac{1}{2} n^2 + n \), because \( g(x_1, x_2, x_3) \) has this number of coefficients. Similarly, we can check that the low-order PCM mapping requires \( n^3 - C_{n-1} \) simulations. Hence, the number of simulations that can be saved is \( \frac{1}{6!} n^3 + \frac{1}{2} n^2 + n + C_{n-1} \).

C. Discussion on Assumption

We note that the assumption on conditional moments is the key to ensure correct mean prediction in the correlated case (see Lemma 3 and Theorem 6). Here, we use the two-variable case to understand the generality of this condition, and then show examples to illustrate this condition.

In the two-variable case, the \( r \)-th conditional moment of \( x \) can be written as

\[
\int_{a(x)}^{b(x)} x^r f_{X|Y}(x|y) dx = \int_{a(x)}^{b(x)} f_{X,Y}(x,y) \frac{f_{X|Y}(x,y)}{f_Y(y)} dx = \int_{a(x)}^{b(x)} f_{X|Y}(x,y) dx \int_{a(x)}^{b(x)} f_Y(y) dy.
\]
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Fig. 4. (a) Original mapping and the four PCM points generated using the independent PCM method. (b) Four PCM points and low-order mapping generated using the correlated PCM approach. (c) Four simulation points and mapping generated by the LHD approach.

[see the red spots in Fig. 4(a)]. The correlated multivariate PCM method following Theorem 6 results in the four PCM points and the reduced-order mapping 1.33x-29.67y+23x3y7 [shown in Fig. 4(b)] which predicts the correct mean of the original mapping 33.67. For illustration, we have also used the LHD method [35] to generate four simulation points. The produced low-order mapping 34x−47y−11.96x+27 and the four simulation points are shown in Fig. 4(c), with a predicted mean of 35.77, different from the original mean.

V. EMPIRICAL DATA-BASED MULTIVARIATE PCM
The full pdf of input parameters may not always be available in real applications. Instead, it is more common in practice that the distribution of input parameters is described in one of the following two forms: 1) sample data of input parameters based on historical records and 2) low-order moment description of the parameters. For the completeness of our presentation, we extend the results in [29] and discuss the use of sample-data-based and empirical low-order moment-based multivariate PCM.

A. Large Dataset
The procedure to use the sample-data-based multivariate PCM is summarized as follows: 1) finding from data the moments of x (and conditional moments in the correlated case); 2) calculating the (conditional) orthogonal polynomials according to (1) in [29]; 3) finding the roots of the orthogonal polynomials as PCM points; and 4) following Steps 2 and 3 in Section II-B to obtain the low-order PCM mapping in the independent case, or the brief discussion after Theorem 6 in the correlated case.

Theorem 7: Consider that each tuple in the data sets \{(x_{11}, x_{21}, \ldots, x_{1n}) , (x_{12}, x_{22}, \ldots, x_{2n}), \ldots, (x_{1p}, x_{2p}, \ldots, x_{pn})\} is drawn from a joint distribution \(f_{X_1, X_2, \ldots, X_p}(x_1, x_2, \ldots, x_p)\). With the assumption that \(x_1, x_2, \ldots, x_n\) have finite moments, the sample-data-based PCM mapping approaches to the pdf-based PCM mapping with probability 1 as \(p \to \infty\).

Proof: To prove that the sample-data-based PCM matches with the pdf-based PCM with probability 1, we only need to show that the PCM points obtained directly using sample data converge to those obtained using the pdf, as \(p \to \infty\). As PCM points are the roots of orthogonal polynomials or conditional orthogonal polynomials as shown in the proofs of Theorems 1–6, it suffices to show that the coefficients of the (conditional) orthogonal polynomials obtained using sample data converge to those obtained using the pdf. This problem is thus reduced to the convergence of sample (conditional) moments to real (conditional) moments with increasing size of data. The result follows naturally. Please refer to [29, Theorem 4] for the details of the proof in a single-variable case.

B. Small Dataset and Low-Order Moments
In the case that neither the full pdf nor large sample data sets is available, we may find PCM mapping based on very limited information such as small data sets, or low moments such as the mean and variance. Please refer to [29] for a detailed treatment of PCM with sparse data or low moments. We summarize the key procedure for the complete presentation here.

The best approach to find PCM mappings in these cases is to fit these low moments/small sample datasets with typical probability distributions (i.e., those are mathematically determined by very small number of parameters, such as the Gaussian, uniform, Gamma, and Beta distributions). Then, we can follow the same procedure as that of the pdf-based PCM to find low-order PCM mappings. Please refer to standard estimation approaches such as the maximum-likelihood estimation [20].

The probability distribution to choose is generally not easy due to the sparsity of information. Here, we briefly discuss the guidelines to select distribution functions. First, the selection should be application-dependent (see [20]). For instance, noise is typically captured by the Gaussian distribution, whereas waiting time is captured by the Gamma distribution. Second, hypothesis testing techniques can help to determine the best distribution. It also helps to understand the impact of choosing different distribution functions. One example suggests that choosing the Gaussian distribution instead of the uniform distribution will result in more-spread-out PCM points that better account for parameter values further away from the mean, but at a cost of worse estimation close to the mean. Rigorous analysis on the impact of higher moments on the movement of PCM points have been studied in [29].

VI. APPLICATIONS TO AIR TRAFFIC FLOW MANAGEMENT
The development of multivariate PCM in this paper was motivated by practical needs in the field of air traffic flow management (ATFM), which is typically concerned with managing traffic flows at a long lookahead time frame.
(e.g., 2–15 h). As traffic flow management plans are decided in advance, a wide range of weather possibilities exist. Therefore, it is important to effectively evaluate the performance of the air traffic system under uncertainty, so as to design the best management strategies that are robust to such uncertainty in real time. Here, we first provide a brief review of the literature on the evaluation and design of ATFM strategies at the long lookahead time, so as to make clear the contribution of our proposed approach.

Simple models of uncertainty as scenario trees and disturbances have been used to model uncertainty in ATFM; stochastic programming and model predictive control techniques have been applied on these models for decision-making [1]–[3], [8], [9]. More complicated stochastic models such as Bayesian networks and Markov chains have also been used [21], [38]. As pointed out in these papers, these methods become less effective when the scale and complexity of the traffic system increase. As the air traffic systems have complex non-linear and intertwined dynamics [30], predicting their performance may require system-wide simulations. The Monte Carlo method has thus been studied [10], [22], [31]. The Monte Carlo approach does not enable real-time analysis under weather uncertainty, as the evaluation of system performance under multiple (and even spatiotemporally correlated) weather uncertainties requires time-consuming simulations for a large number of weather ensembles to obtain converging performance statistics. The multivariate PCM approach provides an alternative effective way for such simulations.

In this section, we demonstrate the use of multivariate PCM to evaluate the performance of air traffic systems under weather uncertainties using two examples. As seen from these examples, an important preliminary step for applying the multivariate PCM is to capture the range of weather uncertainties using a number of random variables. Next, the PCM points are selected along the dimension of each variable/parameter and then these selected points are simulated to provide a fast evaluation of traffic system performance. In the first simple example, we assume that the basic properties of an uncertain weather zone are captured by two independent variables (intensity and duration) with simple distributions, and then the total number of delayed aircraft (called backlog) for the flow entering this single zone is evaluated. The purpose of this example is not to precisely model uncertain weather, but to:

1) provide some background on air traffic flow management, including the performance metric and the simulation model and 2) show the practical use of PCM in the independent case. The second more realistic example is concerned with the evaluation of backlogs in two spatiotemporally-correlated weather zones.

A. Simple Single Region Example

In this simple example, we consider a single region (e.g., a sector) in the airspace subject to severe weather prediction. We aim to evaluate the impact of uncertain weather on the congestion in the region. Let us first describe the simple queuing model for our study. We note that realistic air traffic system is much more complicated. However, the abstracted model is justified based on the uncertainty present in the data at this time frame and the computational requirements of real-time systems [28], [30], [38]. In particular, severe weather events reduce the capacity $N(k)$ (i.e., the maximum number of aircraft allowed to enter at time $k$) of the region. The aircraft that are not allowed to pass due to the reduced capacity can be modeled as waiting in the queue at the boundary of the region [28], [30], [38]. The length of the queue, named backlog $B(k)$, is a natural performance metric to capture the congestion of the region. The dynamics of the queuing simulation model is shown below (see more details at [38]):

$$B(k) = \max\{B(k-1) + x(k) - N(k), 0\}$$

where $x(k)$ is the incoming flow. The equation suggests that at each time step, a maximum number of $N(k)$ aircraft can enter the region; the remaining flow will wait to enter at the next time step, together with the new incoming flow. We note that the capacity $N(k)$ varies with time $k$; in particular, the presence of convective weather at time $k$ reduces the capacity $N(k)$.

As weather duration and intensity may not be precisely predicted at a long lookahead time, weather-induced capacity reduction and the accumulated transient backlog become uncertain. It is of practical value to predict the backlog statistics under uncertain weather duration and intensity.

Assuming that no information about the two uncertain random variables is available other than the ranges, we model both variables as uniformly distributed for simplicity. In particular, we assume that the severe weather starts at the current time, but with uncertain intensity and end time. When the severe weather is present, it reduces the number of aircraft to cross the region in a unit time (20 min) $N(k)$ from 6 to a, where $a$ is captured by a random variable uniformly distributed between 2 and 6 h. When the severe weather completes, the capacity raises back to 6. For simplicity, we assume that the incoming flow (demand) $x(k)$ to the region is a deterministic sequence sampled from a Poisson process with the mean arrival rate of 3 per 20 min.

It is worthwhile to notice that the actual relationship between the output (total backlog for a span of 30 h from the current time) and inputs (weather intensity and duration) is non-linear [28], [38]. We show here that based on the distributions of weather intensity and duration, we can smartly choose only a limited number of simulations to construct a low-order multivariate PCM mapping that matches well with the original nonlinear mapping obtained using Monte Carlo simulations. Fig. 5(a) and (b) show the original mapping and the $2 \times 2$-order PCM mapping using the algorithm in Section II-A1. The two mappings match very well with a mean square error of 2.4 within the probability range. The mean total backlog obtained using the two mappings are 163.91 and 163.42, respectively. It is also interesting to notice that the performance of mean predictor improves significantly when the order of the PCM mapping increases from $1 \times 1$ (with the mean backlog of 165.52) to $2 \times 2$, but not much when...
tic weather propagation:
flow-management initiatives to reduce traffic delay.
uncertain progress of cold front is critical to design effective
then Region B, producing capacity reductions [see Fig. 6(a)
and (b)]. Predicting transient backlog statistics caused by the
thenRegionAand then Region B, due
to the spatial weather propagation delay, we expect the start
time $S_A$ is closely related to the end time of region A (which
is expressed as $S_A = D_A$), and therefore both $S_A$ and $D_A$. Similarly, due to the correlation of propagation speeds for
weather in these two regions, we expect that the duration $D_B$ is
dependent on $D_A$. Moreover, due to the correlation of weather
intensities across time, we assume that the capacity $N_B$ is
dependent upon $N_A$. In this example, the normal capacity
$N_{BA}$ and $N_{AB}$ of the two regions are both 10 per unit time
(defined as $\Delta t = 15$ min). The simulator generates a large
number of ensembles (one million in this case to guarantee
the convergence of probability distributions).

We then applied the empirical data-based multivariate PCM
approach to find the PCM points. To do that, we first found
the sample moments of $D_A$, $S_A$, and $N_A$, as they serve as the
parameters that $D_{BA}$, $S_B$, $N_B$ are conditioned upon. From
these sample moments, the PCM points along each of the

A majority of weather forecasts are deterministic. The Very Short Range
Ensemble Forecast System (VSREF) provides hourly probabilistic weather forecasts [36].
then used to obtain the low-order polynomial PCM mapping regions. Using (13), the total backlogs at all PCM points were Poisson process (with mean 5 per 15 min) enter the two of 24 h at each of the 6-tuple PCM points. We assumed time characteristics. We therefore chose 5 points along the estimation performance of other parameters capturing later is important to be estimated correctly as its error will affect the most trustworthy and 2) this trustworthy early information Fig. 7), the information closest to the initial simulation time is over time (which can be seen from the distributions plotted in Fig. 7), plays a more important role in the uncertainty evaluation dimensions DA, SA, and NA were obtained. We note that SA plays a more important role in the uncertainty evaluation and needs to be sampled with more number of points for the following reasons: 1) due to the growth of uncertainty over time (which can be seen from the distributions plotted in Fig. 7), the information closest to the initial simulation time is the most trustworthy and 2) this trustworthy early information is important to be estimated correctly as its error will affect the estimation performance of other parameters capturing later time characteristics. We therefore chose 5 points along SA as 0.75 h, 1 h, 1.25 h, 1.75 h, and 2.5 h. We also selected 2 PCM points along the dimension of DA as 1 h and 1.75 h, and 2 points for NA as 4.0602, and 5.6358, respectively. Next, we identified PCM points along the dimensions of DB, SB and NB. Due to the spatiotemporal correlation of weather parameters in Region A and Region B, each 3-tuple PCM point (DA, SA, and NA) resulted in different conditional distributions of weather parameters for Region B (see examples shown in Fig. 8), and thus different set of PCM points. Specifically, the PCM points along the dimensions of DA, SA were then selected based on the conditional sample moments of DA and SA for each combination of the PCM points for DA and SA. Similarly, the PCM points along the dimension of NA were selected from the conditional sample moments of NA on each of the PCM points for NA. A total of 2^3 = 8 PCM points were selected.

We next evaluated the total backlog \( \sum B(k) \) during a span of 24 h at each of the 6-tuple PCM points. We assumed that two streams of deterministic flows sampled from a Poisson process (with mean 5 per 15 min) enter the two regions. Using (13), the total backlogs at all PCM points were then used to obtain the low-order polynomial PCM mapping \( f(DA, SA, NA, DA, SB, NB) \) (with 160 terms) between weather parameters and the total backlog, from which the mean backlog can be obtained. Furthermore, we noted that as the total backlog of the two regions is the summation of backlogs at each region, the mapping \( f(DA, SA, NA, DA, SB, NB) \) can be expressed as \( f_A(DA, SA, NA)f_B(DA, SB, NB) \), where \( f_A \) and \( f_B \) are functions of weather parameters in individual regions. This expression significantly reduced the coefficients/terms in the polynomial mapping function from 160 to \( 5 \times 2^2 \times 2^3 = 28 \), by ignoring the cross terms that involve weather parameters of both regions. Least square mean estimation was then used to identify the 28 coefficients in the reduced order mapping.

We compared the performance of the PCM mappings with that of the Monte Carlo simulation. As shown in Table II, both PCM mappings predicted the total mean backlogs well with errors less than 2%. We also evaluated the efficiency of the PCM approaches. As seen in Fig. 9, the Monte Carlo method requires 11716 simulations (marked as the black spot) for the mean prediction to fall within a threshold marked by the black dashed lines. However, the PCM method only needs 160 simulations (marked as the red spot) to reach the same threshold. We also note that selecting PCM points based on conditional distributions improves the performance of the mean prediction. To display the results intuitively, we demonstrate the mappings generated by the aforementioned empirical data-based multivariate PCM approaches, when four out of the six weather parameters are fixed: \( S_A = 1.25 \text{ h}, ~ D_A = 1 \text{ h}, ~ D_B = 1.75 \text{ h}, \) and \( N_A = 5.6358 \). As shown in Fig. 10, the 160-term PCM mapping and the 28-term PCM mapping generated by selecting four PCM points along the dimensions of \( S_B \) and \( N_B \) match well with the mapping generated by the Monte Carlo method.

### Table II

<table>
<thead>
<tr>
<th>Method</th>
<th>Backlog of Region A</th>
<th>Backlog of Region B</th>
<th>Total Backlog</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monte Carlo Simulation</td>
<td>40.7</td>
<td>72.09</td>
<td>112.8</td>
</tr>
<tr>
<td>PCM with 160 terms</td>
<td>40.5</td>
<td>74.2</td>
<td>114.7</td>
</tr>
<tr>
<td>PCM with 28 terms</td>
<td>40.5</td>
<td>74</td>
<td>114.5</td>
</tr>
</tbody>
</table>

VII. Conclusion

Motivated by effective uncertainty evaluation needs in large-scale infrastructure systems, we develop in this paper the multivariate PCM approach which allows using a few-smartly selected simulation points to construct a low-order mapping between multiple uncertain input parameters and system output, which predicts the correct mean output of the original system of a higher-order. Besides describing the algorithm of the multivariate PCM, we develop mathematical conditions to permit correct mean output prediction in terms of the probability distributions of the input parameters and forms of original system mappings. Both independent and correlated cases are discussed. We also provide additional performance analysis of the multivariate PCM in terms of predicting other important statistics, and the practical use of the method when data or low-order moments are available instead of probability...
The terms inside the internal integral \( \sum_{j=0}^{2n-1} a_{i,j} x^j y^j \) (for any \( j \)) can be expressed in terms of the series of orthonormal polynomials \( h_i(x), \ldots, h_n(x) \) of degrees \( n, \ldots, 0 \) \([12]\)

\[
\sum_{i=0}^{2n-1} A_{i,j} x^i = h_i(x) \left( \sum_{i=0}^{2n-1} a_{i,j} h_i(x) \right) + \sum_{i=0}^{n-1} a_{i,j} h_i(x)
\]

where the coefficients \( a_i \in R \), the first subscript of \( a_i \) represents the degree of \( x \), and the second subscript stands for the degree of \( y \). The orthonormal polynomials \( h_i(x) \) satisfy

\[
(h_i(x), h_j(x)) = \int h_i(x) h_j(x) f_X(x) dx = \begin{cases} 1 & \text{if } i = j \text{ and } h_i(x) \neq 0 \\ 0 & \text{otherwise} \end{cases}
\]

A particular note is that the above definition leads to

\[
\int h_i(x) h_j(x) f_X(x) dx = \int h_i(x) f_X(x) dx = 0
\]

for all \( i \geq 1 \), which we will frequently use later. We denote the roots of \( h_i(x) \) as \( x_1, x_2, \ldots, x_n \). In a single-variable PCM, these roots are the PCM points selected for computationally intensive simulations \([29]\).

Due to the orthonormal properties of the variable \( x \), \( \int \sum_{i=0}^{2n-1} A_{i,j} x^i f_X(x) dx \) shown in the form of (15) can be reduced to \( \int \sum_{i=0}^{n-1} a_{i,j} h_i(x) f_X(x) dx \). As such, (14) becomes

\[
E[g(x, y)] = \int \sum_{i=0}^{n-1} a_{i,j} h_i(x) f_X(x) dy
\]

We now follow the same procedure to reduce the order of \( y \). By rearranging the terms in (18) in a descending degree of \( h_i(x) \) for all \( i \in [0, \ldots, n-1] \), we obtain

\[
E[g(x, y)] = \int \sum_{j=0}^{n-1} h_j(x) f_X(x) \left( \sum_{i=0}^{2n-1} a_{i,j} x^i \right) f_Y(y) dy dx.
\]

Introducing the \( j \)-th degree orthonormal polynomials \( h_j(y) \) with respect to the probability distribution \( f_Y(y) \), and denoting the roots of \( h_j(y) \) as \( y_1, y_2, \ldots, y_n \), we can express any polynomial of \( y \) up to the order of \( 2m - 1 \) in terms of \( h_0(y), \ldots, h_m(y) \). In particular

\[
\sum_{j=0}^{2n-1} a_{i,j} y^j = h_n(y) \left( \sum_{j=0}^{n-1} b_{j,n} h_j(y) \right) + \sum_{j=0}^{n-1} b_{j,n} h_j(y)
\]

where \( b \in R \) are the coefficients. Again, the first subscript of \( b \) represents the degree of \( x \), and the second stands for the total degree of \( y \). Applying orthonormal properties again, (19) is further reduced to

\[
E[g(x, y)] = \int \sum_{j=0}^{n-1} b_{j,n} h_j(x) h_j(y) f_X(x) f_Y(y) dy dx.
\]
Lemma. The general case follows naturally.

Observation of (15) and (20) clearly suggests that \( g(x, y) \) and \( g'(x, y) \) pass through the same set of points defined by \((x_i, y_i)\) for all \( i \in \{1, \ldots, n\}\) and \( j \in \{1, \ldots, m\} \), as \( h_{i,j}(x) = 0 \) and \( h_{j}'(y) \neq 0 \). Finally, we also notice that both \( E[g(x, y)] \) and \( E[g'(x, y)] \) can be reduced to \( b_{0,0} \) through applying (17) to variable \( x \) first and then variable \( y \).

APPENDIX B
PROOF OF THEOREM 2
Proof: As this theorem is a straightforward generalization of the two-variable case, we only sketch the outline of the proof.

Through recursively expressing \( x_1, x_2, \ldots, x_n \) in terms of orthonormal polynomials, and applying the orthonormal properties (16), we obtain the reduced-order mapping \( g'(x_1, x_2, \ldots, x_n) \) of the form

\[
g'(x_1, x_2, \ldots, x_n) = \sum_{i=1}^{n} \sum_{k=0}^{m_i} a_{i,k} x_i^k h_i(x_i) \sum_{j=1}^{m} b_{j} y_j \]

where the function \( b_{i}(x_i) \) denotes the \( k \)th degree orthonormal polynomial with respect to the parameter \( x_i \), and \( a_{i,j} \) are the coefficients. Furthermore

\[
E [g(x_1, x_2, \ldots, x_n)] = E [g'(x_1, x_2, \ldots, x_n)] = a_{0,0} \ldots 0. \quad (24)
\]

Rearranging the terms in 23 in terms of \( x_1, x_2, \ldots, x_n \), we can easily find the coefficients \( b_{0,0} \ldots 0 \) such that \( g'(x_1, x_2, \ldots, x_n) \) is in the form of (4).

APPENDIX C
PROOF OF THEOREM 3
We prove the two-variable case for the clarity of presentation. In this case, the theorem is reduced to the following Lemma. The general case follows naturally.

Lemma 1: Consider the use of a two-variable PCM mapping \( g(x, y) \) of the form \( \sum_{i=1}^{n} \sum_{j=1}^{m} A_i x_i^j y_j \) to approximate an orthonormal polynomial mapping \( g(x, y) \) of the form \( \sum_{i=1}^{n} \sum_{j=1}^{m} A_i x_i^j y_j \), for some \( n_1 \in \{0, \ldots, n-1\} \) and \( m_1 \in \{0, \ldots, m-1\} \). Assuming that the two variables are independent, the low-order PCM can correctly predict the cross-statistics up to certain degree. In particular

\[
E [x^i y^j g(x, y)] = E [x^i y^j g'(x, y)] \quad (25)
\]

for all \( i \in \{0, \ldots, n-1-n_1\} \) and \( k \in \{0, \ldots, m-1-m_1\} \).

APPENDIX D
PROOF OF THEOREM 4
Again, we prove the two-variable case shown in the following Lemma. The proof of the general case follows naturally.

Lemma 2: Consider a mapping \( g(x, y) = \sum_{i=1}^{n+1} \sum_{j=1}^{m+1} A_i x_i^j y_j \) for some \( n_1 \in \{0, \ldots, n-1\} \) and \( m_1 \in \{0, \ldots, m-1\} \). If a PCM mapping of the form \( g(x, y) = \sum_{i=1}^{n_1} \sum_{j=1}^{m_1} h_i(x_i) h_j(y_j) \) is used to fit the original mapping, the MSE of the PCM fit cannot be improved by adding any polynomial with the degree of \( x \) up to \( n - n_1 \) and the degree of \( y \) up to \( m - m_1 \). Moreover, the lower order mapping \( g(x, y) = \sum_{i=1}^{n_1} \sum_{j=1}^{m_1} h_i(x_i) h_j(y_j) \) is the MMSE mapping, among all polynomials with the degree of \( x \) up to \( n - n_1 \) and the degree of \( y \) up to \( m - m_1 \).

Proof: To prove the first part of the theorem, we construct \( \hat{g}(x, y) = g(x, y) + \sum_{i=n_1+1}^{n} \sum_{j=m_1+1}^{m} C_i x_i^j y_j \), and show that...
The first two terms of $E\left[ g(x, y) - g^*(x, y) \right]^2 \leq E\left[ g(x, y) - \bar{g}(x, y) \right]^2$. Here, the coefficients $C_{i,j} \in \mathbb{R}$ and $\bar{g}(x, y)$ can be expressed as

$$E\left[ (g(x, y) - g^*(x, y))^2 \right] = E\left[ g(x, y) - \bar{g}(x, y) \right]^2 + 2E\left[ (g(x, y) - g^*(x, y)) \bar{g}(x, y) \right].$$

We note that $E\left[ (g^*(x, y) - g(x, y))^2 \right]$ is always nonnegative. Therefore, it is sufficient to show

$$E\left[ (g(x, y) - g^*(x, y))(g(x, y) - \bar{g}(x, y)) \right] = 0.$$  

To do that, we first notice

$$g^*(x, y) - \bar{g}(x, y) = \left( \sum_{i=1}^{n-1} \sum_{j=0}^{m-1} C_{i,j} x^i y^j \right),$$

(31)

Moreover, $g(x, y) - g^*(x, y)$ is the sum of three terms $\sum_{i=0}^{n-1} \sum_{j=0}^{m-1} b_{i,j} x^i y^j$, $\sum_{i=0}^{n-1} \sum_{j=0}^{m-1} h_{i,j} x^i y^j$, and $\sum_{i=0}^{n-1} \sum_{j=0}^{m-1} C_{i,j} x^i y^j$. Applying orthogonality with respect to the variable $x$, it is straightforward to find

$$E\left[ (g(x, y) - g^*(x, y))(g(x, y) - \bar{g}(x, y)) \right] = 0.$$  

Using the same argument for the third term and apply orthogonality to the variable $y$, we can find that $E\left[ (g^*(x, y) - g^*(x, y))(g(x, y) - \bar{g}(x, y)) \right]$ also equals to 0 for the third term.

We next prove the second part of the theorem. This is sufficient to show that $E\left[ x' y' (g(x, y) - g^*(x, y)) \right]$ equals to zero, for all $l \in \{0, \ldots, n - 1 - m_k \}$ and $k \in \{0, \ldots, m - 1 - l_m \}$. Notice that

$$E\left[ x' y' (g(x, y) - g^*(x, y)) \right] = E\left[ x' y' (g(x, y) - \bar{g}(x, y)) \right] + E\left[ x' y' (\bar{g}(x, y) - g^*(x, y)) \right].$$

(32)

The first term is zero according to Theorem 3. The second term is also zero according to a proof similar to that of the first part of this theorem. In particular, each term in $g^*(x, y) - \bar{g}(x, y)$ contains $h_{i,j} x^i y^j$ with degrees either $i \geq n - n_1$ or $j \geq m - m_1$. Invoking orthogonality, the second part is proved as well.

**Appendix E**

**Proof of Theorem 6**

To ease understanding, we first investigate the correlated two-variable PCM in Lemma 3.

**Lemma 3:** Consider a two-variable mapping $g_i(x, y)$ of the form

$$g_i(x, y) = \sum_{j=0}^{n-1} \sum_{i=0}^{m-1} A_{i,j} x^i y^j,$$

(33)

where the coefficients $A_{i,j} \in \mathbb{R}$, and $n$ is an integer greater than 1. Assume that the two variables $x$ and $y$ follow a joint distribution $f_{x,y}(x, y)$ and the 3rd central moment of one random variable given the other is at most a 3rd degree polynomial of the other variable. Then, the mapping $g_i(x, y)$ can be approximated by a lower-order PCM mapping $g^*_i(x, y)$ of the form

$$g^*_i(x, y) = \sum_{j=0}^{n-1} \sum_{i=0}^{m-1} B_{i,j} x^i y^j,$$

(34)

such that $E\left[ g_i(x, y) \right] = E\left[ g^*_i(x, y) \right]$, where the coefficients $B_{i,j} \in R$. 

**Proof:** Without loss of generality, we assume that $f_{x,y}(x, y)$ is a 3rd degree polynomial of $y$. We first construct the expression of $g^*_i(x, y)$ from $g_i(x, y)$ without changing its mean. We then verify that $g_i(x, y)$ and the constructed $g^*_i(x, y)$ have the same values at the set of PCM points selected from the marginal and conditional probabilities. We can thus use these PCM points to uniquely identify $g^*_i(x, y)$.

To calculate the mean of the original mapping $g_i(x, y)$, we note that because $E\left[ g_i(x, y) \right]$ can be expressed as $\sum_{i=0}^{n-1} \sum_{j=0}^{m-1} E\left[ A_{i,j} x^i y^j \right]$, we can focus on the calculation of each term $E\left[ A_{i,j} x^i y^j \right]$ first. To simplify $E\left[ A_{i,j} x^i y^j \right]$, we consider three cases with different ranges of $i$ and $j$. Case 1 $(0 \leq i < n, n - 1 < j \leq 2n - 1)$, Case 2 $(n - 1 < i \leq 2n - 1, 0 \leq j < n)$, and Case 3 $(0 \leq i < n, 0 \leq j < n)$. As in Case 3, the polynomial is already in the form of $g_i(x, y)$, so we only focus on the first two cases. We show the calculation of $E\left[ A_{i,j} x^i y^j \right]$ for Case 1 only, as Case 2 follows a similar procedure.

In Case 1, when $n - 1 < j \leq 2n - 1$, we can express $y^j$ using the orthogonal polynomials of $y$. In particular, $y^j = h_{j,k}(y)\left( \sum_{k=0}^{n-1} b_{j,k} h_{j,k}(y) \right) + \sum_{k=n}^{2n-1} b_{j,k} h_{j,k}(y)$, where the coefficients $b_{j,k} \in R$. The first subscript of $b_{j,k}$ stands for the total degree of $y$, and the second represents the degree of $y$ in each term. Moreover, as $0 \leq j < n$, for each particular $y$, we can write $x^i$ in terms of the conditional orthogonal polynomials of $x$ given $y$, denoted as $h_i(x|y)$, where $k \in \{0, \ldots, i\}$ represents the degree of the orthogonal polynomial. In particular, $A_{i,j} = \sum_{k=0}^{n-1} a_{i,k} h_i(x|y) h_{j,k}(y)$, where $a_{i,k}(y)$ is a parameter dependent upon $y$, and the format of the subscripts is the same as that of $b_{j,k}$, but for the variable $x$. The conditional orthogonal polynomial $h_i(x|y)$ is associated with the conditional pdf $f_{x|y}(x|y)$. As such, at different $y$, $h_i(x|y)$ may have different expressions. Now, we are ready to calculate $E\left[ A_{i,j} x^i y^j \right]$ as

$$E\left[ A_{i,j} x^i y^j \right] = \int \int A_{i,j} x^i y^j f_{x,y}(x|y) f_{y}(y) dy dx = \int \int A_{i,j} x^i | b_{j,k} h_{j,k}(y) f_{y}(y) dy dx.$$
\[
\begin{align*}
E[g_i(x, y)] &= \int \int \sum_{i=1}^{n-1} \sum_{k=0}^{n-2} E[A_i^* x y] f_X(x) f_Y(y) dxdy \\
&= \int \int \sum_{i=1}^{n-1} \sum_{k=0}^{n-2} \left( \sum_{j=0}^{n-1} (c_{i,j}^* y) b_{i,j}^* a_{i,j}^* \right) f_X(x) f_Y(y) dxdy
\end{align*}
\]

where \(c_{i,j}^*(y)\) is some parameter dependent upon \(y\). Noticing that \(\sum_{j=0}^{n-1} (c_{i,j}^* y) b_{i,j}^* a_{i,j}^*\) is a polynomial with the degree of each variable up to \(n-1\), we can write

\[
E[g_i(x, y)] = \int \int \sum_{i=1}^{n-1} \sum_{k=0}^{n-2} b_{i,j}^* a_{i,j}^* f_X(x) f_Y(y) dxdy = E[g_i^*(x, y)].
\]

It is clear that \(g_i^*(x, y)\) and \(g_i(x, y)\) have the same mean.

Finally, let us verify that both \(g_i^*(x, y)\) and \(g_i(x, y)\) pass through the same set of selected PCM points. Let us denote the roots of \(b_{i,j}^* a_{i,j}^*\) as \(y_1, y_2, \ldots, y_n\) and the roots of \(h_i^*(x, y)\) as \(x_i\) for \(1 \leq i \leq n, 1 \leq j \leq n\). The \(n^2\) pairs of inputs \((x_i, y_j)\) are the selected PCM points. By expressing \(g_i(x, y)\) and \(g_i^*(x, y)\) in orthogonal forms, and from observing (35), (36) and (37), it is clear to see that \(g_i(x, y)\) and \(g_i^*(x, y)\) are identical at each pair of the PCM points. The proof is now complete.

We now generalize to more than two variables, and sketch the key steps to prove Theorem 6.

Proof: First of all, note that there is only one variable in the original mapping with degree greater than \(n-1\), as the total degree of \(A_k^{t_1 \ldots t_n} \prod_{i=1}^{n} s_i^*\) is at most \(2n-1\). Without loss of generality, let us denote this variable as \(x_i\), where \(1 \leq i \leq m\). As such, we only need to find a low-order mapping with the degree of this variable \(x_i\) reduced to \(n-1\).

To do that, we express \(x_i\) in terms of orthogonal polynomials defined upon the conditional pdf \(f_X(x_1, \ldots, x_m | x_{i+1}, \ldots, x_n)\). Let us denote these orthonormal polynomials as \(h_i(x_{i+1}, \ldots, x_n)\), where \(i\) is the degree of this polynomial. It is easy to see that any term in \(g_i(x_1, \ldots, x_m)\) includes \(x_i\), denoted as \(A_k^{t_1 \ldots t_n} \prod_{i=1}^{n} s_i^*\), can be expressed as

\[
A_k^{t_1 \ldots t_n} s_i^* = \left( \prod_{i=1}^{m-1} s_i^* \right) \left( \prod_{i=1}^{m-1} (c_{i,j}^* x_{j+1} \ldots x_m) \right) h_i(x_{i+1}, \ldots, x_n)
\]

where \(a^* \in R\) are the corresponding coefficients. Again, the first subscript of \(a^*\) stands for the total degree of \(x_i\), and the second represents the degree of \(x_i\) in each term.

In order to show that the degree of \(x_i\) can be reduced to a value smaller than \(n\), we only need to show that in \(E[g_i(x_1, \ldots, x_m)]\), any term involved with \(h_i(x_{i+1}, \ldots, x_n)\)
and with total degree greater than 0 equals 0. It is sufficient to show that
\[
\int \cdots \int \left( \prod_{i=1}^{n} x_i \right) b_i(x_1, \ldots, x_n) \prod_{j=1}^{n} dx_1 \cdots dx_n = 0. \tag{41}
\]
Recall the assumption that each marginal condition of \( x_i \) (i.e., \( \sum_{k=1}^{n} x_i \)) is a polynomial of \( x_{i1}, x_{i2}, \ldots, x_{im} \) with total degree \( k_i \), \( 1 \leq i \leq n - 1 \). We could then find that the conditional moment of \( \prod_{i=1}^{n} x_i \) expressed as
\[
\int \cdots \int \left( \prod_{i=1}^{n} x_i \right) b_i(x_1, \ldots, x_n) \prod_{j=1}^{n} dx_1 \cdots dx_n
\]
is a polynomial of \( x_{i1}, x_{i2}, \ldots, x_{im} \) with the total degree not exceeding \( \sum_{k=1}^{n} k_i \). When multiplying this polynomial with \( \sum_{l=0}^{n-1} (dx_{1l}dx_{2l} \cdots dx_{tl}) b_i(x_1, \ldots, x_n) \), we find that the maximum degree of \( x_{il} \) is \( \sum_{k=1}^{n} k_i + l - n = \sum_{k=1}^{n} k_i - n \leq n - 1 \). Equation (41) is proved according to the orthogonality.

The rest of the proof on selecting PCM points and constructing \( g(x_1, x_2, \ldots, x_n) \) follows directly from the proof of Theorem 6, and is thus omitted here.
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